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Abstract. The recently released SWAT-GL aims to overcome multiple limitations of the traditional hydrological model SWAT

(Soil Water Assessment Tool) in glaciated mountainous catchments. SWAT-GL intends to increase the applicability of SWAT

in these catchments and to reduce misapplication when glaciers have a significant role in the catchment hydrology. It thereby

relies on a mass balance module, based on a degree-day approach similar to SWAT’s snow melt module, extended by a glacier

evolution component which is based on the delta-h (∆h) parameterization. The latter one is a mass conserving approach which5

enables the spatial distribution of ice thickness changes and thus dynamic glacier retreat. However, the extended SWAT version

was not yet comprehensively benchmarked. Hence, our paper aims to benchmark SWAT-GL with four different benchmark

glaciers which are part of the USGS (United States Geological Survey) Benchmark Glacier Project. The benchmarking con-

siders a comprehensive evaluation procedure, where the routine is optimized on glacier mass balance and hypsometry as well

as snow cover. Snow cover is included to consider snow-glacier feedbacks appropriately. Besides, a sensitivity analysis us-10

ing Elementary Effects (or Method of Morris) is performed to give a detailed picture on the importance of the introduced

glacier processes, as well as the relevance of the interactions with the already-existing snow routine. We intentionally did

not include discharge in the optimization procedure to fully demonstrate the capabilities of SWAT-GL in terms of glacier and

snow processes. Results demonstrate that SWAT-GL is able to perform reasonably well in
::::::::
represent

:::
the

:::::::::::
characteristics

:::
of con-

trasting glaciated catchments, which underlines SWAT-GL’s applicability and transferability. We could further show its strong15

(non-linear) interactions with the existing snow routine suggesting a simultaneous calibration of the snow components. While

snow and glacier processes were adequately represented in the catchments, discharge was not necessarily represented suffi-

ciently when excluded in the optimization procedure. However, SWAT-GL has been shown to be easily capable of reproducing

discharge when used in a stand-alone optimization, although this may come at the expense of model consistency.

1 Introduction20

We recently submitted a paper that introduces a new glacier routine to SWAT to overcome current limitations in its applicability
:
,

especially in glaciated catchments (Schaffhauser et al., 2024). The work is built on previous efforts of multiple groups which in-

tend to address common constraints of conceptual and physically-based hydrological models in glacier-dominated catchments.
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Examples include the work of Seibert et al. (2018) or Li et al. (2015) for HBV (Hydrologiska Byråns Vattenbalansavdelning),

Wortmann et al. (2016) for SWIM (Soil and Water Integrated Model) or Shannon et al. (2022) for the DECIPHeR model (Dy-25

namic fluxEs and ConnectIvity for Predictions of HydRology). However, to our knowledge many hydrological models do not

include glacier routines by default and glacier-focused extensions are often only available to the developing groups, although

trends are clearly towards publishing model code and making it openly accessible. Despite these improvements, applications

in glaciated basins remain challenging due to missing (or very simple) glacier representations, whereby modelers might rely

on external couplings of glaciological and hydrological models (Adnan et al., 2019; Wu et al., 2015; Stoll et al., 2020; Du30

et al., 2022; Naz et al., 2014; Wiersma et al., 2022; Chen et al., 2017). As it is commonly known, glacio-hydrological models

applied to small and highly glacierized catchments often have no or a rather rough representation of additional hydrological

components (e.g., evapotranspiration) (Hassan et al., 2021; Ali et al., 2017; Pradhananga et al., 2014), potentially leading to an

integration problem, at least when the model domain is extended (Tiel et al., 2020; Wortmann et al., 2016). A further problem

is that it is not always clear in the existing literature whether, for example, a glacier routine is coupled with or integrated35

into an hydrological model, if this hydrological model by default does not take glacier processes into account (e.g., SWAT,

VIC (Variable Infiltration Capacity)
::::::::::::
VIC—Variable

:::::::::
Infiltration

::::::::::
Capacity—, HBV) and is used to simulate glacio-hydrological

processes. The terms integrated and coupled seem to be used interchangeably, thus impairing reproducibility. From our per-

spective, integration should suggests a model expansion, while coupling suggests the use of an additional model.
:::::::
Besides,

:::::::::
distinctions

:::
are

::::
not

::::::
always

::::
easy

::::
and

::::
clear

:::::::::
especially

:::::
what

:::::::
coupling

:::::::
exactly

::::::
means.

:::
In

:::
our

:::::::::::::
understanding,

:::::::
coupling

:::::::
usually40

:::::
refers

::
to

:
a
:::::::
chained

::::::::
approach,

:::::
where

:::::::
external

:::::::::::
information,

:::
e.g.

:::::
from

:
a
:::::
snow

:::::::
module,

::
are

:::::
used

::
as

::::
input

:::
for

::
a

::::::::::
hydrological

::::::
model

::::::
without

:::
an

:::::::::
exchange

::
of

::::::::::
information

::
of

:::
the

::::
two.

:::::::::
Depending

::
on

::::
the

:::::::
research

::::::::
question

:::
and

::::
data

:::::::::
available,

::::::
several

::::::
glacier

:::::::
routines

::::
with

::::::::
different

::::::::::
complexity

:::
are

::::::::
available

:::
for

::::::::
simulating

:::::::
glacier

:::::
mass

:::::::
balances

::::
and

:::::
melt

::::::::::
contribution

:::
in

:::::::::::
hydrological

:::::::
models.

:::
An

:::::::::
unlimited

:::
ice

::::::
storage

::::
that

:::::::::
generates

::::
melt

:::::
water

:::::
based

:::
on

::
a

::::::::
calibrated

::::::::::
degree-day

::::::
factor

::::::::
represents

::::
the

:::::::
simplest

:::::::::
empirical

::::::
routine

:::::::::::::::
(Naz et al., 2014).

:::::::::
However,45

:::
this

::::::
routine

::::::
cannot

::::::::
consider

::::::
glacier

::::::::
evolution,

:::::
such

::
as

::::::
glacier

:::::::
retreat.

:::::::::
Conceptual

::::::::
routines,

::::
such

:::
as

:::
the

::::::::::
volume-area

:::::::
scaling

:::
(VA

:::::::
scaling)

::::::::::::::::
(Bahr et al., 2015)

::
or

:::
the

:::::::::::::::::
∆h-parameterization

:::::::::::::::
(Huss et al., 2010)

:
,
:::::::
simulate

:::
the

::::::
spatial

:::::::
dynamic

:::
of

:
a
::::::
glacier

::
as

::
a

::::::::
simplified

:::::::
function

::
of

::::::
glacier

::::::
extent,

:::::::::
thickness,

:::
and

::::::::
elevation

:::::
range

::::::::::::::
(Tiel et al., 2020)

:
.
:::
The

::::::
largest

:::::::::
limitation

::
of

::::
these

::::::::
methods

:
is
:::

the
::::

lack
:::

of
::
an

::::::
actual

::::::::::::
representation

::
of

:::
the

:::
ice

:::::
flow

::::::::
dynamic,

:::::
which

::::
can

::
be

:::::::::
simulated

::::
with

::::
full

:::::::::::
physics-based

::::::::::
algorithms

::::::::::::::::::
(Zekollari et al., 2022)

:
.
::::
Since

:::
ice

::::
flow

:::::::
modules

:::::::
require

::::::
several

::::
input

::::
data

:::
and

:::
the

:::::::::
definition

::
of

::::::::
distinctive

::::::::
boundary

::::::::::
conditions,50

::::
such

::
as

:::::::
bedrock

:::::::::
roughness,

::::
the

:::::::::
application

::
is
:::::::
usually

::::::
beyond

:::
the

::::::
scope

::
of

::::::::
common

:::::
water

:::::::
balance

::::::::::
simulations

::
in

::::::::
glaciated

:::::::::
catchments.

:::
In

:::::
recent

::::::
years,

:::
the

::::::::
coupling

::
of

:::::
water

:::::::
balance

:::::::::
simulation

:::::::
models

::::
with

::::::
global

::::::
glacier

::::::
models

::::
has

::::::
proven

::
to

:::
be

:
a
:::::::
valuable

:::::::
method

:::
for

:::::::::
predicting

:::
the

::::::::::
hydrological

::::::::
response

::
of

::::::::::
catchments

::
in

:::::::::::
mountainous

:::::::
regions

:::::
under

:
a
::::::::
changing

:::::::
climate

:::::::::::::::
(Pesci et al., 2023).

:

Past SWAT-specific efforts to improve capabilities in glacier-fed catchments other than those from Schaffhauser et al. (2024)55

for example refer to the work of Luo et al. (2013), who implemented a volume-area scaling (VA scaling )
::
VA

:::::::
scaling for

glacier evolution along with a degree-day-based mass balance module. The modified SWAT version was further applied in

several studies, mostly focusing on China (Gan et al., 2015; Luo et al., 2018; Ma et al., 2015; Shafeeque et al., 2019; Wang
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et al., 2018) and recently integrated in SWAT+ (Yang et al., 2022). However, to the best of our knowledge in none of the

publications the model code was made publicly available. Besides, Ji et al. (2019) for instance implemented an ice melt routine60

based on a degree-day approach but did not account for glacier evolution explicitly. Unfortunately, none of the approaches was

included in any of the official SWAT revisions. SWAT-GL was developed to tackle these issues and to provide a freely available

and user-friendly SWAT version for glaciated catchments (Schaffhauser et al., 2024). Besides, the chosen approach, namely

the ∆h-parameterization from Huss et al. (2010) has proven to be a robust method to simulate glacier evolution in glaciated

catchments (Huss and Hock, 2015). Mass balance simulations are similar to most glacio-hydrological models performed with65

a simple temperature-index approach (Tiel et al., 2020). The empirical ∆h-parameterization is called annually to translate

the cumulative mass balance change to a change in glacier geometry. The concept assumes that lower elevated areas closer

to the glacier terminus receive stronger ablation than higher elevated ones (Huss et al., 2008, 2010). Therefore, glaciers are

divided into different elevation sections (ES) for the application. In addition to its spatial distributed applicability the method is

mass-conserving and can be applied with glacier outlines and glacier thickness data only (Li et al., 2015; Seibert et al., 2018).70

However, no comprehensive evaluation of SWAT-GL has been conducted to date. As glaciers and high-mountainous catchments

are usually rather data-scarce (Tuo et al., 2016), testing the performance of glacio-hydrological models for long observed time

series of good quality is challenging. Moreover, in many cases the available variables to calibrate and validate the model are

limited to discharge only, with these gauges often located much further downstream and not close to the glacier. Evaluating

the glaciological routines of glacio-hydrological models by discharge alone, representing a superposition of multiple signals,75

might be problematic, as it might not reflect the signatures which would be visible in the glaciological components. In other

words, a satisfactory representation of discharge used to evaluate catchment glaciology (or other processes), albeit often done,

might be inadequate. Nevertheless, a sound evaluation of newly introduced schemes in glacio-hydrological models (e.g., glacier

components into a hydrological model) should be desired and aimed for. If a mass balance module is implemented together

with an evolution module (as in SWAT-GL), in the best case both are evaluated individually and complemented by discharge80

assessments.

The USGS Benchmark Glacier Project (O'Neel et al., 2019) is a promising attempt to overcome current limitations in data

accessibility and modelling efforts of high-mountainous and glaciated basins. The project involves five glaciers, four where

long-term measurements are available and one for which the project expanded more recently. The glaciers, namely Gulkana,

Wolverine, Lemon Creek, South Cascade and Sperry Glaciers, are located across the Northern United States and thus charac-85

terized by various climate regimes (O’Neel et al., 2014; O'Neel et al., 2019). As each glacier is situated within the catchment

of a close-by discharge gauge, they are well-suited for glacio-hydrological studies. Long-term hydrological, meteorological,

glaciological as well as geodetic measurement are available for each glacier, which range back to the 1950s in terms of mass

balance and glacier area observations. O'Neel et al. (2019) found that mass loss is not only present from the beginning of the

measurements but has actually increased for four of the five glaciers since the 1990s. A trend which is likely to continue under90

global temperature projections (Tebaldi et al., 2021).

This paper thus aims to benchmark
:::::::
evaluate

:
the recently developed SWAT-GL with respect to its glaciological components.

Thus, a sensitivity analysis (SA) using the method of Morris (Morris, 1991), or Elementary Effects (EE), is conducted for
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screening and ranking of the new input factors under different conditions. Besides, the model is evaluated against long-term

glacier mass balance and glacier area-altitude (hypsometry) measurements. Due to the feedbacks between the snow and glacier95

routine, the model evaluation also considers the performance to simulate snow cover. Discharge is used to cross-validate SWAT-

GL under the hypothesis whether a well-performing snow and glacier routine in alpine catchments is sufficient to reproduce

discharge in this kind of environments. The benchmarking
::::
these

::::::::::::
environments.

::::::
Lastly,

:
a
::::::::::
comparison

::
of

:::
the

:::::
snow

::::
and

::::::
glacier

::::::::
optimized

:::::::::
SWAT-GL

::::::
model

::::
with

:
a
:::::::::::::
discharge-only

::::::::
optimized

:::::::::
SWAT-GL

::::::
model

::
is

:::::::::
performed

::
to

:::::::
provide

::
an

:::::
upper

::::::::::
benchmark

:::
and

::
to

:::
see

::::
how

::::::
glacier

:::::::::::::
representations

:::
are

::::::::
affected.

:::
The

:::::::::
evaluation

:
is performed for four highly glaciated catchments across100

the US based on the USGS Benchmark Glacier Project (O'Neel et al., 2019).

2 Materials & Methods

In the following we will briefly introduce the USGS Benchmark Glacier Project, the chosen datasets for the benchmarking, the

study area as well as the benchmarking and SA approach.

2.1 Datasets & USGS Benchmark Glacier Project105

The study is based on the USGS Benchmark Glacier Project (O'Neel et al., 2019) which provides data for five long-term mon-

itoring glaciers across the Northern United States (Mcneil et al., 2016; Baker et al., 2018). The five sites are distributed over

Alaska, Washington and Montana and thus represent coastal as well as inland locations. Long-term meteorological, geodetic

and glaciological measurements starting from the 1950s or 1960s onward are available for four of the glaciers. For the rela-

tively new Sperry Glacier in the program only short time series (from 2005 on) are available: therefore it was excluded in this110

study. In the following we only refer to the Gulkana (GG), Wolverine (WG), South Cascade (SCG) and Lemon Creek (LCG)

glaciers. Seasonal mass balance estimates are derived from geodetically calibrated, conventional glacier-wide mass balance

observations (Mcneil et al., 2016). The project combines measurements with homogeneous data processing methods to allow

for inter-glacier comparisons. An overview of the acquisition years of the geodetic surveys can be found in O'Neel et al. (2019).

Glaciological field visits of each glacier take place every spring and fall. Summarizing, the following glaciological variables115

were used from the USGS Glacier Benchmark Project, total annual glacier area (km2), annual net mass balance change (m

w.e.), annual glacier hypsometry (km2 at a specific elevation range) (see Table 1). Glacier hypsometries hereby represent the

area-altitude distribution of the glacier.

Continuous daily meteorological time series (precipitation & temperature) are directly available on-site for the GG & WG.

However, although on-site measurements are also available for the LCG & SCG, the time series are rather short and show a120

relatively high amount of missing values. For reasons of comparability we follow the approach of O'Neel et al. (2019) and use

the closest representative station, which is Juneau Airport (LCG) and Diablo Dam (SCG), respectively. The latter two are also

part of the official data of the USGS Benchmark Glacier Project (Baker et al., 2018).

However, as SWAT-GL needs minimum daily (Tmin) and maximum daily temperature (Tmax) which was not continuously

available in the project for GG (starting 1995) and WG (starting 1997), a regression model was established to produce con-125
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Table 1. Overview of datasets used. P represents precipitation (mm), T temperature (°C), Q discharge (m3/s) and SC snow cover (%).

Glaciological data is a merged representation of annual net mass balance change (Bgl in m w.e.), total annual glacier area (Agl in km2) and

annual glacier hypsometry (Hgl in km2 at a specific elevation range). var. indicates that measurements stem from various locations or refer

to the whole glacier. The elevation in the glaciological dataset section refers to the total glacier elevation range.

Glacier Basin Site Variable Time Step Lat Lon Elevation [masl] Temporal

Coverage

Missing [%]

Meteorological

GG On-site P

T

Daily 63.26 -145.41 1,480 1964-2022 9

12

WG On-site P

T

Daily 60.39 -148.94 990 1964-2022 12

14

LCG Juneau Airport P

T

Daily 58.35 -134.56 6 1936-2022 <1

<1

SCG Diablo Dam P

T

Daily 48.71 -121.14 272 1914-2022 <1

<1

Hydrological

GG Phelan Creek Q Daily 63.24 -145.47 1,127 1966-2023 19

WG Wolverine Creek Q Daily 60.37 -148.9 366 1964-2023 57

LCG Lemon Creek Q Daily 58.39 -134.42 204 1951-2023 41

SCG SF Cascade Q Daily 48.37 -121.07 1,613 1957-1993 28

Snow

All Basins Basin mean SC Monthly - - - 2002-2023 0

Glaciological

GG On-site Bgl

Agl

Hgl

Annual var. var. 1,185-

2,420

1966-2022

1965-2022

0

0

0

WG On-site Bgl

Agl

Hgl

Annual var. var. 466-

1,653

1966-2022

1965-2022

0

0

0

LCG On-site Bgl

Agl

Hgl

Annual var. var. 543-

1,550

1953-2022

1946-2022

0

0

0

SCG On-site Bgl

Agl

Hgl

Annual var. var. 1,619-

2,439

1959-2022

1950-2022

0

0

0

tinuous daily Tmin and Tmax time series. In detail, daily mean temperature was used as predictor of either Tmax or Tmin in

the period where all three variables were available. Subsequently, the regression model was used to predict Tmax and Tmin
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backwards for the periods before 1995 (GG) and 1997 (WG), respectively. Data gaps of up to three days were linearly interpo-

lated and longer gaps were regressed using daily data from the closest meteorological station of each glacier. The approach is

similar to O'Neel et al. (2019), with the only difference that they used monthly regression for longer gaps. We also investigated130

the potential of ERA5-Land (Copernicus Climate Change Service, 2019) data for gap-filling which was inadequate especially

due to a significant precipitation excess throughout the year compared to the station data (not shown in this study).

Hydrological data was obtained from the USGS National Water Information System (U.S. Geological Survey, 1994). We used

the closest available gauge for each glacier to determine the total basin area. In detail, the discharge data of the Phelan Creek

(representing the GG basin), Wolverine Creek (WG basin), Lemon Creek (LCG basin) and the SF Cascade (SCG Basin) was135

used. Details about the meteorological and hydrological sites and time series are found in Table 1.

Snow cover (SC) data was derived from the MOD10A1 & MYD10A1 V061 NDSI (Normalized Difference Snow Index) prod-

ucts (500 m resolution). The NDSI is based on optical sensors from MODIS (Moderate Resolution Imaging Spectroradiometer)

and is calculated as the difference between the reflection in the green spectrum (GREEN) and the shortwave infrared (SWIR)

divided by the sum of the two (Dozier, 1989).140

INDSI =
BGREEN −BSWIR

BGREEN +BSWIR
(1)

where INDSI is the NDSI and BGREEN and BSWIR are the green and SWIR bands, respectively. For the classification of

snow or no-snow pixels a NDSI threshold of 0.4 was used, where values above 0.4 (Hofmeister et al., 2022) indicate snow pixels

and smaller values are classified as snow-free. Daily fractional SC (%) on the basin and subbasin scale was then calculated as

the average of snow-covered pixels within each basin. Subsequently monthly aggregates were produced. MODIS NDSI data145

was available from 2002 up to now. A full overview of all datasets is given in Tab.
::::
Table

:
1.

Auxiliary datasets used were elevation data from the Shuttle Radar Topography Mission (SRTM) (NASA JPL, 2013), the

Randolph Glacier Inventory V6 (RGI) (RGI Consortium, 2017) as well as ice thickness estimates from Farinotti et al. (2019).

2.2 Study Area

The location of the USGS Benchmark Glaciers combined with the location of the corresponding hydrological and meteoro-150

logical stations used for each glacier is shown in Fig. 1. Note that the representative meteorological stations which were used

to force the SWAT-GL models of the SCG and LCG are not shown as they are situated outside of the basin boundaries (see

O'Neel et al. (2019) for more details). Besides, the map contains the basin boundaries for each glacier which were used as

model domain. The total glacier area in each catchment is slightly higher than the individual glacier area of each glacier, as

the basins can include several adjacent glaciers. However, the main glacier fraction can be accounted to the four benchmark155

glaciers in each basin.

The basins have an area of 28.4 km2 (GG, 64% glaciated 2009), 23.9 km2 (WG, 69% glaciated 2006), 29.3 km2 (LCG, 50%

glaciated 2005) and 5.9 km2 (SCG, 58% glaciated 1958). Basin-wide glacier fractions were determined using Randolph Glacier

Inventory data (RGI Consortium, 2017). Each glacier hereby represents a distinct climate regime, where the most northward

located GG is characterized by a continental (high-latitude) climate (O’Neel et al., 2014; O'Neel et al., 2019). WG, in contrast,160
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Figure 1. Overview of the four USGS Benchmark Glaciers used in this study. Note that the SCG & LCG meteorological stations that were

used are remote stations which is why they are not visible in the map. The transparent outline refers to a historical date, the filled outline to

a recent date. The dates are: 1957/2021 GG, 1950/2020 WG, 1948/2021 LCG, 1958/2021 SCG.
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is characterized by a maritime (high-latitude) climate regime (O’Neel et al., 2014; O'Neel et al., 2019). LCG represents another

high-latitude maritime glacier, while SCG represents a mid-latitude maritime glacier (O'Neel et al., 2019; Horlings, 2016). All

glaciers are retreating, where the SCG shows the strongest relative recession with a glacier area loss of more than 40% (1.3

km2) since 1950. GG lost around 18% (3.3 km2) of its area since 1965, LCG decreased by 16% (3.3 km2) from 1946 up to now

and WG receded around 12% (2 km2) compared to 1965. Glacier recession magnitudes reveal a gradient from North to South165

(O'Neel et al., 2019). Mass balance rates are provided in Fig. 3, which show an increasing negative (statistically significant)

trend at all sites (O'Neel et al., 2019). According to O'Neel et al. (2019) total uncertainty, consisting of a geodetic and glacio-

logical component, in the mass balance estimates is around 0.2 m w.e. a−1 except for GG where it it higher with 0.4 m w.e. a−1.

The following mean climate characteristics of each basin were evaluated based on the meteorological stations listed in Tab.170

::::
Table

:
1 and the period 1971-2000. The continental GG with an annual average precipitation of 1,480 mm and a peak in

August/ September is significantly drier than its maritime counterparts. SCG with an annual average of 1,970 mm and WG

with an annual mean of 2,375 mm show the highest precipitation values among the four. While WG has its precipitation

peak roughly in September/ October it also shows consistent high precipitation during the Winter months and a dry period in

summer. SCG is also characterized by a summer low, followed by an increase in precipitation during Autumn and ending in175

a strong late Autumn and Winter peak (November - January). The annual precipitation totals of the LCG are around 1,480

mm with a less pronounced peak in Autumn. The glacier generally has a lower gradient between wet and dry period, which

makes precipitation more evenly distributed throughout the year. In terms of temperatures, all glaciers reach their maximum in

either July or August and their yearly minimum in January. The mean climates are illustrated in Figure 2. However, it should

be noted that no lapse rates have been applied for the climate classification, the meteorological station used for LCG and SCG180

come with an elevation difference of more than 500-1,500 m (LCG) and 1,300-2,100 m (SCG). Lapse rates (temperature and

precipitation) were later calibrated through the optimization procedure (see section 3.3).

All gauges belong to intermittent streams, which can fall dry during the winter months (Fig. 3). While the corresponding

streams of GG and WG had almost no flow in the available time series (see Tab.
:::::
Table 1) from December to April/May, the

streams of SCG and LCG carried water sporadically during these months. Annual average flows are 2.4 m3/s (GG), 2.7 m3/s185

(WG), 5.5 m3/s (LCG), 28.1 m3/s (SCG) evaluated for the period 2002-2022 for all glaciers except SCG, where the years from

1972-1992 had to be chosen
::::
(due

::
to

:
a
::::
lack

::
of

::::::::::::
observations). Inter-annual variability is highest at GG (Coefficient of Variation

(CV) of
:::::::::::::::
Variation—CV—of

:
0.21) and lowest at SCG (CV of 0.13). Except in the SC

::
for

:::
the

::::
SCG

:
basin, we can see a tendency

of a slight shift in the flow period towards an earlier onset of the melt season .
:::
(Fig.

:::
3).

:

2.3 SWAT-GL190

The recently developed SWAT-GL (Schaffhauser et al., 2024) is a modified version of the traditional hydrological model

SWAT (Arnold et al., 1998), which includes glacier dynamics based on the ∆h approach developed by Huss et al. (2010).

:::
The

::::::::
empirical

::::::::::::::::::
∆h-parameterization

::
is

:::::
called

:::::::
annually

::
to
::::::::

translate
:::
the

:::::::::
cumulative

:::::
mass

::::::
balance

:::::::
change

::
to

:
a
:::::::
change

::
in

::::::
glacier

::::::::
geometry.

::::
The

::::::
concept

::::::::
assumes

:::
that

:::::
lower

::::::::
elevated

::::
areas

::::::
closer

::
to

:::
the

::::::
glacier

:::::::
terminus

:::::::
receive

:::::::
stronger

:::::::
ablation

::::
than

::::::
higher

8



:::::::
elevated

::::
ones

::::::::::::::::::::
(Huss et al., 2008, 2010).

:::::::::
Therefore,

:::::::
glaciers

:::
are

::::::
divided

:::
into

::::::::
different

:::::::
elevation

:::::::
sections

::::
(ES)

:::
for

:::
the

::::::::::
application.195

::
In

:::::::
addition

::
to

::
its

::::::
spatial

:::::::::
distributed

:::::::::::
applicability

:::
the

::::::
method

::
is
::::::::::::::
mass-conserving

::::
and

:::
can

:::
be

::::::
applied

::::
with

::::::
glacier

:::::::
outlines

::::
and

:::::
glacier

::::::::
thickness

::::
data

::::
only

:::::::::::::::::::::::::::::
(Li et al., 2015; Seibert et al., 2018)

:
.

It basically consists of two modules, a mass balance and a glacier evolution module. Mass balance estimations are based on a

degree-day approach, similar to the already existing snow routine of SWAT. Glacier evolution is implemented by means of the

∆h approach (Huss et al., 2008, 2010). For detailed technical explanations we refer to Schaffhauser et al. (2024), as we only200

provide a short summary of the main points here.

In general, the mass balance is formulated as:

Wt =Wt−1 −Mt · (1−βf )−St +Ct (2)

with Wt being the water equivalent of ice [mm H2O·d-1] at day t, Mt represents the melt rate [mm H2O·d-1], St represents

the sublimation rate [mm H2O·d-1], Ct refers to the accumulation rate [mm H2O·d-1] and βf is an adjustable refreezing factor205

of ice during melt periods. Mt is calculated analogously to snow melt in the standard SWAT using a distinct melt factor.

The physically-based ∆h-parameterization is able to simulate spatially distributed glacier retreat. The core of the approach is

that glaciers are discretized in elevation sections (ES), where each has an inherent storage and receives distinct ice thickness

changes. The ES are normalized for the glacier elevation range and a characteristic (normalized) ice thickness change is

assigned to each zone, according to:210

Enorm,i =
Emax −Ei

Emax −Emin
(3)

with
:::::
where

:
Enorm,i is the normalized elevation of ES i [-], Emax and Emin refer to the maximum and minimum glacier

elevation [m],
:
and Ei is the actual elevation of ES i [m].

Lower altitudes hereby receive stronger ablation than higher ones. The characteristic ice thickness change for each nor-

malized elevation varies with glacier size. One of three parameterizations is used separately for each glacier, which are thus215

classified as small (<5 km2), medium (5-20 km2) or large (>20 km2). The empirical relationship is illustrated in Fig. 4. It is

important to note that the ∆h-parameterization is called annually (at the end of a glaciological year) to redistribute (lumped)

annual mass balance changes over the individual ES of a subbasin to simulate glacier retreat. The normalized ice thickness

change formulas of Fig. 4 follows the general form

∆hi = (Enorm,i + a)y + b · (Enorm,i + a)+ c (4)220

where a, b, c, y are coefficients which vary for glacier size and ∆hi represents the normalized ice thickness change for an

Elevation Ei. We use the parameters based on Huss et al. (2010). Theoretically the parameters could be derived specifically for

any glacier if the required data is available (e.g. two DEMs at different dates). The dimensionless ice thickness change ∆hi is

rescaled using a scaling factor fs [m] to receive the change in meters for every glaciological year (5).

fs =
Va

n∑
i=1

Ai ·∆hi

(5)225
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with Va referring to the annual glacier volume change expressed in water equivalent [m3], that is calculated by multiplication

of annual EW values (see Eq. 2) and the subbasin area. Ai is the area of ES i with n being the total number of ES. Annual ice

thickness changes are then calculated via

hi,1 = hi,0 + fs ·∆hi (6)

where hi,1 is the updated ice thickness [m water equivalent] after each glaciological year of ES i, hi,0 is the ice thickness [m230

water equivalent] in ES i before the application of ∆h parameterization. If hi,1 is ≤ 0 the ES is assumed ice-free causing an

update of the glacier extent.

SWAT-GL classifies glaciers on the subbasin scale, meaning that a simplified assumption is used where all glaciated areas

within a subbasin are considered as one glacier object. The implementation of the glacier routine in SWAT introduces five

new parameters which control glacier melt (and refreezing) and accumulation. Besides, one new output file containing annual235

glacier mass balance information (for each glaciological year) as well as two new input files which require some preprocessing

are introduced. The two input files refer to the parameterization on the HRU scale as well as the glacier initialization with

respect to hypsometry, ice thickness and volume. The source code of SWAT-GL together with an example is freely accessible

via GitLab https://gitlab.com/lshm1/swat-g.

2.4 Sensitivity Analysis240

In order to provide a comprehensive picture of SWAT-GL we also performed a global sensitivity analysis using the Method

of Morris or Elementary Effects (EEs) (Morris, 1991; Saltelli et al., 2008). The method which is based on a multiple-starts

perturbation approach and thus belongs to the one at a time (OAT) methods is able to determine approximate sensitivities at a

relatively low computational cost (Saltelli et al., 2008; Pianosi et al., 2016).
:
A
:::::
lower

:::::::::::::
computational

:::
cost

::::::
hereby

::::::
refers

::
to

:::
the

:::
fact

::::
that

:::
the

::::
total

:::::::
number

::
of

::::::::::
simulations

:::::::
required

::
is

:::::::::::
significantly

::::::
reduced

:::::::::
compared

::
to

:::::
other

::::::::
methods,

::::
such

::
as

:::
for

:::
the

::::::
Sobol245

:::::::
method.

:
The EEs test has thus been established as a robust method for screening and ranking of the input factors (Pianosi et al.,

2016).

For sampling we used the radial design, where r sample points from a Latin hypercube sampling serve as well-spread starting

points in the input space (Campolongo et al., 2011). The total sample size N follows the form r(M +1), with M being the

number of input factors. For r a value of 500 was chosen, resulting in 7,500 model evaluations (M = 14) (Sarrazin et al., 2016).250

:
A
:::::

value
:::
of

:::::
r=500

::::
can

::
be

:::::::::
considered

:::
as

::::::::
sufficient

:::
for

::::::::
screening

:::
and

:::::::
ranking

::::::::
purposes,

:::
for

::::::::
example

:::::::::::::::::::::
Vanuytrecht et al. (2014)

:::
has

:::::
shown

::::
that

:
a
::::::
stable

::::::
ranking

::::
was

:::::::
achieved

:::::
using

::::
only

:::
25

::::::::::
trajectories,

:::::::
whereby

:::
the

::::::::
relatively

:::::
small

::::::::
numbers

::
of

::::::::::
simulations

::::::::
necessary

:::
for

::::::
ranking

::::
was

::::::
further

::::::::
confirmed

:::
by

:::::::::::::::::
Nossent et al. (2011).

:
The basic idea of the radial design is that from a starting

point, one factor M is varied while keeping all others fixed. This results in M steps (varying each factor once) that are

performed for each sampling point (r). In general, r EEs are calculated per input factor which are then averaged to provide255

a global sensitivity metric µi for each input factor i. The calculation itself is based on finite differences. To account for non-

monotonic effects in the model, µ∗
i is used based on the absolute values of the EEs (Campolongo et al., 2011). The formulation

is:

10
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µ∗
i =

∑r
i=1|EEi|
r

(7)

An EE of an input factor i can be calculated as follows:260

EEi =
Y (X1,X2, ...,Xi−1,Xi +∆, ...,XM )−Y (X1,X2, ...,XM )

∆
(8)

with X = (X1,X2, ...,XM ) being the individual values of the factors and ∆ the step (or perturbation). We also calculated

the standard deviation σi of the EEs as a proxy of the interaction of input factor i with the other factors. It further
:::
also describes

whether the model output is linearly or non-linearly affected from
::
by

:
an input factor (Garcia Sanchez et al., 2014; Merchán-

Rivera et al., 2022). To avoid confusion with other sigmas used in this work
:
, we define sigma of an EE as σEE,i. The ratio265

of σEE,i/µ
∗

::::::::
σEE,i/µ

∗
i :

also provides insights on
:::
into

:
whether the effect of a factor is monotonous or almost monotonous

::
as

::::::::
explained

::
in

::::::::::::::::::::::::::::::::::::::::::::::::
Garcia Sanchez et al. (2014); Merchán-Rivera et al. (2022). This is especially important to derive information

whether the interaction of snow and glacier processes are represented (adequately). Due to the different scales of the input

factors, the standardization from
::
of

:
Sin and Gernaey (2009) was applied. The SA is used to support and complement the

benchmarking procedure to i) determine the importance of the newly introduced parameters under different conditions, ii) rank270

the parameters to get insights into how the most influential parameters differ between the catchments and iii) identify whether

the glacier routine interacts appropriately with the snow routine. For the SA the combined calibration period from 2002-2015

and validation period from 2016-2022 was used.

2.5 Calibration and Validation
:::::
Model

::::::::::
Evaluation

:
Procedure

The core of the study is to evaluate the capabilities of SWAT-GL to simulate multiple glaciological components in glaciated275

catchments. This not only involves the assessment of multiple performance criteria in the four glaciated catchments, but is

also complemented by a SA in order to demonstrate the need of a robust glacier representation. In addition, the benchmarking

::::::::
evaluation

:
is also used to evaluate

::::::
identify

:
potential model weaknesses of SWAT-GL that need to be should be addressed in

future developments of the model.
:::::::
Besides,

:
a
::::::::::
comparison

::
of

::
a
:::::
snow

:::
and

::::::
glacier

:::::::::
optimized

::::::::
SWAT-GL

::::::
model

::::
with

::
a

::::::::
discharge

::::
only

::::::::
optimized

:::::::::
SWAT-GL

:::::
model

::
is
::::::::::
performed.280

2.5.1
:::::::::::::
Multi-objective

::::::::::::
Optimization

Although hydrological models traditionally focus on the simulation of discharge, which is also one of the goals of SWAT-GL,

we will evaluate the glacier routine mainly
:::
will

::
be

::::::
mainly

:::::::
assessed

:
in terms of representing glacier and snow processes. Being

aware of the relevance of discharge, the variable will be presented for cross-validation purposes throughout the paper under285

the hypothesis that an adequate (at least monthly to annual) discharge representation in
::::::
heavily

:
glacier and snow-dominated

catchments can be achieved by a reasonable representation of the snow and glacier componentsalone. In detail, we calibrated

and validated each of the four models based on snow cover (monthly), glacier mass balance variations (annual) and glacier

hypsometries (annual) . For an adequate representation of the snow and glacier routine, monthly snow cover estimates were
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considered to be appropriate. As mentioned, the effects on discharge
::::
using

::
an

::::::::::
automated

::::::::::::
multi-objective

::::::::::::
optimization.

:::
As290

:::::
stated

::::::
before,

::::::::
discharge

::::::
effects

:
(daily to annual) are provided in addition

::::::::
alongside

:
to evaluate model consistency . Thus,

only parameters affecting the newly introduced glacier routine as well as
::
of

:::::::::
SWAT-GL.

:::::::::
Therefore,

:::::
given

:::
the

::::
snow

::::
and

::::::
glacier

::::::
focused

:::::::::::
optimization,

::::
only

::::::::::
parameters

:::::::::
associated

::::
with SWAT’s snow processes, due to its strong interactions with the glacier

component,
::::::
original

:::::
snow

::::::
routine

::::
and

:::
the

:::::
newly

:::::::::
introduced

:::::::
glacier

::::::
routine

::
of

:::::::::
SWAT-GL

:
were used (see Tab.

:::::
Table 2). As a

result 14 parameters were considered. A model run comprised the full available glaciological time series of each catchment,295

due to differences in the availability of snow cover and the glaciological components.
:::::
Thus,

:::::
across

:::::::
glaciers

:::::::::
calibration

::::::
phases

:::
can

:::::
differ.

:
For example, the glaciers were initialized for the starting year of the mass balance time series (GG 1966, WG 1966,

LCG 1953, SCG 1959), while MODIS SC was available from 2002 onward. SC was therefore calibrated from 2002-2015

and validated for the period (2016-2021). For glacier mass balances and glacier hypsometries two calibration phases were

used
::
(in

:::::::
contrast

:::
to

::::
snow

::::::
cover), one which was the same period as for snow cover (2002-2015) and one at the beginning of300

the model run (GG 1971-1985, WG 1971-1985, SCG 1962-1976, LCG 1953-1967).
:::::::::::
Discrepancies

:::
in

:::
the

:::
first

:::::::::
calibration

::::
and

::::::::
validation

:::::
phase

:::::
across

:::::::
glaciers

::::
stem

:::::
from

:::::::
different

:::::::
starting

::::
dates

:::::
when

::::::::::::
measurements

::::::
started.

::
It

:::
was

::::::
aimed

::
to

:::::
make

:::
use

::
of

:::
the

:::
full

:::::::::::
glaciological

::::
time

:::::
series

::
to

:::::::
account

:::
for

:::::::
transient

::::::::
behavior

::
in

:::
the

:::::::
models. The remainder of the time series was then used

as validation phase (one period matching the one of snow cover (2016-2021) and one covering the remaining time series at the

end of each glaciers first calibration phase up to 2001). The second validation phase was used in order to make full use of the305

available information and to assess SWAT-GL over a long time scale. The summary of the temporal settings is given in Table 3.

Note that the periods for discharge were intended to match those of the other variables, data restrictions however did not allow

for a perfect match.

We used a
:::
We

::::
used

:::
an

:::::::::
automatic Multi-Objective Automatic optimization (MOO) procedure, where each of the three310

prescribed variables referred to one objective
:::
(SC,

:::::
MB,

::::::::::
hypsometry). The optimization was performed using the widely used

evolutionary NSGA-II (Nondominated Sorting Genetic Algorithm) algorithm (Deb et al., 2002). Based on nondomination

sorting and the introduction of a crowding distance operator to favor solutions which are less-crowded (high crowding distance),

NSGA-II iteratively finds solutions which are uniformly spread at the Pareto front. The population size of a generation was

100 and the maximum number of generation was set to 100. We used Simulated Binary Cross Over
::::::::
simulated

:::::
binary

:::::
cross

::::
over315

with a cross over probability of 0.9 and Polynomial Mutation
::::::::::
polynomial

:::::::
mutation

:
with a mutation probability of 0.3.

For all variables a normalized form of the
:::::
glacier

:::
and

:::::
snow

::::::::
variables

:
a
::::::::::
Normalized Root-Mean-Square Error (NRMSE), based

on the standard deviation of the observations of each variable, was consistently used as objective function (OF) (Eq. 10).

The NRMSE increases comparability between the individual OFs and allows to minimize the residuals between observed and

simulated values of all variables. For SC
::::
snow

:::::
cover

:
we excluded winter months in the optimization procedure to put more320

weight on the months where snow cover is dynamic as snow cover is usually 100% from December to at least April. The effect

is more pronounced in basins with less snow cover dynamics and therefore a relatively high minimum summer SC
::::
snow

:::::
cover.

The simulation of a permanent snow cover then leads to good OF values. We will further discuss this issue during the paper.

The standard form of the RMSE can be defined as follows:
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Table 2.
::::::::
Parameters

::::
and

:::
their

::::::
relative

:::::
ranges

::::
used

::
for

:::
the

:::::::::::
benchmarking

::
of

::::::::
SWAT-GL.

Parameter Description Minimum Maximum

SFTMP Snowfall temperature [°C] 0 4.5

SMTMP Snowmelt temperature [°C] 0 4.5

SMFMX Melt factor for snow on June 21 [mm H2O/(°C·day)] 0.1 7

SMFMN Melt factor for snow on December 21 [mm H2O/(°C·day)] 0.1 7

TIMP Snow temperature lag factor [-] 0 0.5

SNOCOVMX Snow water equivalent threshold where 100% snow cover occur [mm] 2 75

SNO50COV Fraction of SNOCOVMX at which 50% snow cover occur [-] 0.1 0.9

TLAPS Temperature Lapse Rate [°C/km] -9 -5

PLAPS Precipitation Lapse Rate [mm/km] 550 1800

GLMLTMP Threshold temperature for glacier melt [°C] 0 4.5

GLMFMX Melt factor for ice on June 21 [mm H2O/(°C·day)] 3.5 13

GLMFMN Melt factor for ice on December 21 [mm H2O/(°C·day)] 3.5 10

βf /ffrze Refreezing factor of glacier melt [-] 0.001 0.01

faccu Conversion factor of snow to ice [-] 0.1 0.6

RMSEx =

√∑n
t=1(Ox,t −Sx,t)2

n
(9)325

with Ox,t being observed and Sx,t simulated components of variable x, which is either snow cover, glacier mass balance or

hypsometry, t refers to the time step (monthly or annual depending on the variable) and n represents the number of available

data points. The standardization follows the form:

NRMSEx =
RMSEx

σx
(10)

where σx is the standard deviation of the observations of each variable. However, as glacier hypsometries provide areal330

time series for multiple glacier elevations, the individual RMSE of each elevation was calculated and then averaged to obtain

one RMSE value which was standardized in a last step using the standard deviation of observed total glacier area. This gives

a more equal weight to all elevations to get rid of solutions where individual elevations might have a high non-standardized

error. In other words, if we would use an average of the NRMSE of all individual elevations, those with small observed standard

deviations (e.g., higher-elevated and less dynamic ones) could lead to an excessive degradation of the overall OF.
::::
The

::::::
PBIAS335

:
is
:::::
used

::
to

:::::
show

:::
the

::::::::
difference

::::::::
between

::::::::
simulated

:::
and

::::::::
observed

::::::::::
cumulative

::::
mass

:::::::
balance

::
at

:::
the

::::
end

::
of

:::
the

:::::::::
simulation

::::::
period

:::
and

:::
can

:::
be

:::::::::
formulated

:::
as:

PBIAS = 100 ·
∑n

t=1(St −Ot)∑n
t=1Oi

:::::::::::::::::::::::::

(11)

::::
with

::
the

:::::
same

::::::::::
declarations

::
as

::::::
above.

:::::::::
Discharge,

::::
used

:::
for

:::::::::::::
cross-validation

::::::::
purposes,

::
is

:::::
based

::
on

:::
the

:::::
Kling

::::::
Gupta

::::::::
Efficiency

:::::::
(KGE),

:::::
which

::
is

:::::::::
calculated

::
as:

:
340
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KGE= 1−
√
(r− 1)2 +(α− 1)2 +(β− 1)2

:::::::::::::::::::::::::::::::::::::
(12)

:::::
where

:
r
:::::
refers

::
to
:::
the

:::::::
Pearson

::::::::::
Correlation,

::
α
::
to

:::
the

:::::
error

::
in

::::
flow

::::::::
variability

::::
and

:
β
::
to
:::
the

::::
bias

::::
term

:::::
with:

α=
σs

σo
::::::

β =
µs

µo
::::::

::::
with

:
σ
::::
and

:
µ
::::::::
referring

::
to

:::
the

:::::::
standard

::::::::
deviation

:::
and

:::::
mean

::
of

:::
the

:::::::::
simulation

::::
and

::::::::::
observation,

::::::::::
respectively.

2.5.2
::::::::::::
Preprocessing

::
&

:::::::
Glacier

:::::::::::
Initialization

SWAT-GL needs distributed glacier thickness and glacier area information as input for each ES and subbasin. However, this345

data is usually not easily available for various years. In most cases only globally and openly available datasets such as glacier

areas from the RGI (RGI Consortium, 2017) and ice thickness from Farinotti et al. (2019) or Millan et al. (2022), representing

a fixed point in time, are available to use. Alternatively, if geodetic information is available at different times glacier thickness

can also be directly inferred for each of them. As the USGS Benchmark glacier project provides geodetic data for several years

we have chosen the best available DEM closest to the mass balance observation start of each glacier. Best hereby refers to a full350

coverage of the glacier basins along with a minimum of missing values. The thickness was then estimated using the GlabTob2

model (Linsbauer, A et al., 2009; Linsbauer et al., 2012; Frey et al., 2014). Glacier outlines were also available at several

times in the Benchmark project and the year closest to the chosen DEM was selected to initialize SWAT-GL. If a mismatch

between DEM and glacier outline acquisition year and mass balance observation start was present, we corrected the initial

glacier volume by adding the mass loss or gain that happened since the observation start to the DEM acquisition year. E.g., if355

mass balance measurements started 1966 and the best DEM and glacier outline was available from 1977, the cumulative mass

balance estimates until 1977 were added to the initial volume. The volume was then distributed to the individual ESs while

maintaining the original volume fractions of the bands in the total volume. ES sections were defined with a spacing of 100 m.

2.5.3
::::::::
Statistical

:::::
Tests360

Results for all variables will particularly focus on the last generation of the optimization and the best simulations of each

variable. Apart from the described methodology
:
, we tested SWAT-GL’s ability to reproduce observed mass balance nonstation-

arities, inter-annual variability and the monotonic relationship between simulated and observed mas balance. For this purpose
:
,

the full time series was used, homogeneity was tested with the Wilcoxon-Rank Sum Test (WRS) (Wilcoxon, 1945), the Pettit

:::::
Pettitt Test (Pettitt, 1979) and trends were detected using a modified Mann-Kendall version from Hamed and Ramachandra Rao365

(1998) which considers autocorrelation. For the WRS the first calibration and the last available validation periods were used.
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:::
The

::::::::
statistical

::::
tests

:::
are

::::::
applied

::
to

::::
give

::
an

:::::::::
indication

:::::::
whether

::::::::
SWAT-GL

::
is
::::::::
generally

::::
able

::
to

::::
deal

::::
with

:::::::
potential

::::::::::::::
nonstationarities

::
in

:::
the

::::::::::
catchments,

:::
as

:::
the

:::::
model

::
is

::::::
applied

:::
for

::::::::
relatively

::::
long

:::::::::
simulation

:::::::
periods.

:

2.5.4
::::::::::::::
Single-Objective

::::::::::::
Optimization

Lastly, for demonstration purposes we performed a Single-Objective Optimization (SOO)
:::
was

:::::::::
conducted using Differential370

Evolution (DE) (Storn and Price, 1995)
:
,
:
with the adaptations described in Dawar and Ludwig (2014) for the WG and two

variables, namely mass balance and discharge.
::::::
Results

:::
for

:::::
mass

:::::::
balance

:::::::::
optimized

:::
and

:::::::::
discharge

:::::::::
optimized

::::::
models

:::::
were

::::::::
compared

::::
with

:::
the

::::::
results

:::::::::
stemming

::::
from

:::
the

::::::
MOO

:::::::::
introduced

::::::
before

::::::::
(covering

::::
MB,

:::
SC

::::
and

:::::::::::
hypsometry).

:
The results ex-

emplify what potential users could expect
:::::::
potential

:::::
upper

::::::::::
benchmarks

:
for pure discharge or mass balance calibrations, which

:::::
where

::::::::
especially

::::
the

:::
first

:
is often (albeit questionable) the case in hydrological studies.

::::
Thus,

::::::
results

:::::::::::
demonstrate

::::::
impacts

:::
of375

::::
SOO

::::::
models

:::
on

::::::
general

::::::
model

::::::::::
consistency

:::
and

:::
the

:::::::
missing

:::::::::
trade-offs.

:::::::::
Discharge

:::
was

::::::::
evaluated

:::::
based

:::
on

:::
the

:::::
KGE

:::
and

:::::
mass

::::::
balance

:::::
again

::
on

:::
the

::::::::
NRMSE.

::::
The

::::
time

::::::
periods

:::
are

:::::
equal

::
to

:::::
those

::
in

::
3.

Parameters and their relative ranges used for the benchmarking of SWAT-GL.

Table 3. Overview of the calibration and validation phases. Note: As discharge was used for cross-validation purposes only, it thus has two

validation phases rather than a calibration and validation phase. For the SCG no discharge data was available in the 2000s leading to only

one validation period. The asterisk for the WG indicates that validation period II is rather poor due to mainly missing values. For snow cover

only one calibration and validation phase was used due to the relatively short temporal coverage of the product, while for glacier variables

two calibration and validation periods were used. A minus indicates that a specific second calibration or validation period was not used for

this variable.

Glacier Mass Balance Snow Cover Hypsometry Discharge

Calibration Validation Calibration Validation Calibration Validation Validation I Validation II

Gulkana 1971 - 1985 1986 - 2001 2002 - 2015 2016 - 2021 1971 - 1985 1986 - 2001 1971 - 1978 1990 - 2001

2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

Lemon Creek 1953 - 1967 1968 - 2001 2002 - 2015 2016 - 2021 1953 - 1967 1968 - 2001 1953 - 1967 1968 - 1973

2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

South Cascade 1962 - 1976 1977 - 2001 2002 - 2015 2016 - 2021 1962 - 1976 1977 - 2001 1962 - 1976 1977 - 1992

2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 - -

Wolverine 1971 - 1985 1986 - 2001 2002 - 2015 2016 - 2021 1971 - 1985 1986 - 2001 1971 - 1981 1986 - 2001*

2002 - 2015 2016 - 2021 - - 2002 - 2015 2016 - 2021 2002 - 2015 2016 - 2021

3 Results

In the following,
:
the results of the SA and optimization procedure of

::::::
Morris

:::
SA

:::
and SWAT-GL are presented

::::
MOO

:::::::::::
optimization380

::
are

:::::::::
presented,

:::::::::::::
complemented

::
by

::::::
results

::::::::
providing

::::::
details

::
on

:::
the

:::::
final

::::::::::::::
parameterizations

:::::::
derived

::::
from

:::
the

::::::
MOO

:::::::::::
optimization,

:::::
results

:::::::::
indicating

:::::::::
SWAT-GL’s

::::::::::::
representation

::
of

::::::::::::::
inhomogeneities

:::
and

:::::::::
variability

::
as

::::
well

::
as

:::::::::
SWAT-GL’s

::::::::::::
representation

::
of

::::::::
discharge.
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First, the results of the SA are shown followed by the sections related to the optimization procedure. The results of the

optimization focus on the simulations of the last generation (with N=100 simulations/evaluations)unless otherwise stated.

Table 4 provides a summary of the performance metrics for all glaciers based on the last generation of the optimization.385

Discharge is discussed separately from the results of
:::::
(Sect.

::::
3.1),

::::::::
followed

::
by

:::
an

::::::::
overview

::
of

:::
the

::::
final

::::::::
parameter

::::
sets

:::::
across

:::
all

:::::::::
catchments

:::::
(Sect.

::::
3.2).

:::::::::::
Afterwards,

:::
the

:::::
results

:::
of SWAT-GL

:
’s

:::::
MOO

:::
are

:::::::::
illustrated,

::::::
which

::::::::
represent

:::
the

::::
main

:::::::
purpose

:::
of

:::
the

::::
paper

::::::
(Sect.

::::
3.3).

::::
The

:::::
MOO

::::::
results

:::
are

:::::::::::
supplemented

:::
by

::
a

::::
short

::::::::
statistical

:::::::
analysis

::::::::
focusing

::
on

::::::::
whether

::::::::
SWAT-GL

::::::::
captures

::::::::::::
inhomogeneity

:::
and

:::::::::
variability

::::::::::::
appropriately

:::::
(Sect.

::::
3.4),

::
as

::::
well

:::
as

:::::
results

::::
how

:::
the

::::::
MOO

:::::::::
(excluding

:::::::::
discharge)

::
is

::::::
capable

:::
of

::::::::
simulating

:::::::::
discharge

:::::
(Sect.

:::::
3.6).

::::::
Lastly,

::::::
results

::
of

::::
two

::::
SOO

:::::::
models

::::
that

::::
were

:::::::::
optimized

:::::
using

::::::::
discharge

:::
or

::::
mass

::::::::
balance,390

::::::::::
respectively,

:::
are

::::::::
compared

::
to

:::
the

:::::
MOO

::::::
results

::
of

:::::::::
simulating

:::::
mass

:::::::
balance,

::::::::
discharge

:::
and

:::::
snow

:::::
cover.

:

:
It
::
is
:::::::::
important

::
to

::::::::
highlight

::::
that

::::::::
discharge

::::
was

::::::::
excluded

::::
from

:::
the

::::::
MOO

:::::::::
procedure,

::
as

:::
the

:::::::
primary

::::::::
objective

:::
of

:::
the

:::::
study

::
is

::
to

:::::::
evaluate

:::::::::
SWAT-GL’s glacier and snow performance as it was only used for cross-validation purposes.

::::::
ability

::
to

::::::::
represent

::::
snow

::::
and

::::::
glacier

::::::::
processes.

:::::::::
However,

:::::
given

:::
that

:::
all

:::::::::
catchments

:::
are

:::::::
strongly

::::::
driven

:::
by

::::
snow

::::
and

::::::
glacier

:::::::::
processes,

::::::::
discharge

:::::::::
simulations

:::::
from

:::
the

:::::
MOO

:::
are

::::::::
discussed

:::
and

::::::
further

::::::::
compared

::
to
::
a
::::
SOO

::::::
model

:::
that

::::::
solely

::::::::
considers

::::::::
discharge

::::
and,

::::::::
therefore,395

:::
can

::
be

::::
seen

::
as

:::
an

:::::
upper

:::::::::
benchmark

:::
for

:::
the

::::::::
discharge

::::::::::::
representation

::
in

:::::
these

:::::::::
catchments

:::
by

:::::::::
SWAT-GL.

SA results based on the EE method for all four catchments and 14 parameters. The slopes (σEE/µ
∗) of the different lines

that classify parameter effects on the model outputs as linear, monotonous, almost monotonous and non-linear are: 0.1 (dotted

line), 0.25 (dashed line), 0.5 (solid line).

3.1 SWAT-GL’s Glacier and Snow Parameter Sensitivity400

The SA is based on the EEs method. Our results for all catchments are presented as scatterplot between µ∗, the mean sensitivity

of a factor (parameter), and σ as proxy for the interactions of a factor (Figure
:::
Fig.

:
5).

A common pattern that all catchments share, albeit to varying extents, is their spread around the 1:1 line that differentiates

between non-linear and almost-monotonous effects
:::::::::::::::::::::::
(Garcia Sanchez et al., 2014). Moreover, it is shown that in general the

more sensitive parameters (larger µ∗) tend to have higher interactions as well as stronger potential non-linear model responses.405

It is also shown that the model response of all catchments strongly depends on GLMFMX
::::
(blue

::::::::
hexagon)

:
that controls the

maximum value of the degree-day factor of ice
:
(and thus the amount of glacier melt that can occur at a specific day of the

year
:
). In terms of factor rankingGLMFMX is either ,

:::::::::
GLMFMX

::
is

:
the most or the second-most influential factor. It is the most

important parameter in the WG & GG basins,
:
where the respective meteorological stations are located directly at the glacier.

However, GLMFMX is substituted by the temperature lapse rate (TLAPS
:
,
::::
grey

::::
circle) at the SCG & LCG, where the respective410

meteorological stations are located outside of the catchment and at a significant lower elevation than the glaciers. Due to the

difference in altitude (which is part of the precipitation correction formulation) between station and elevation band centers it is

inherent that the lapse rates become more important. Due to the temperature dominance of both, snow and glacier processes, the

sensitivity of the precipitation lapse rate (PLAPS,
::::
grey

::::::::
diamond) is less pronounced and strongest at the high-elevated SCG.

Among the four most important factors is the threshold temperature of glacier melt (GLMLTMP)
:
,
::::
blue

:::::::
upward

::::::::
triangle),415

which controls the onset of melt and has an effect on the timing of melt events as well as the amount of melt. The temperature
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lapse rate and glacier melt temperature can favor similar conditions or act contradictory (decrease of melt temperature favors

earlier melt onset and small or no temperature lapse rate as well). In general, SWAT-GL is strongly temperature-dominated in

all catchments.

However, the relevance of precipitation in the SCG basin might be a special characteristic (with regard to the PLAPS ranking420

in the other basins). Besides, (with an exception
::
In

::::::::
addition,

::::::
(except

:
for the SCG ) the SNOCOVMX parameter

::
and

::::::
LCG)

:::::::::::
SNOCOVMX

::::
(red

:::::::::
pentagon) is ranked among the

:::
four most sensitive parametersin the catchments. The parameter determines

a threshold of snow water equivalent (SWE) that is required to cause
::::::::::
corresponds

::
to a 100% coverage of snow. As glacier melt

can only occur when the glacier is snow-free,
:
the parameter directly affects glacier melt, which explains its relevance in the

catchments.425

::::::
Overall,

:::
the

:::::::
ranking

::::::
shows

:::
that

::::::
across

::
all

::::::
basins,

::::::::::
GLMFMX,

:::::::
TLAPS,

::::::::::
GLMLTMP,

::::::::::::
SNOCOVMX

::::
and

::::::
PLAPS

:::
are

:::::
found

::
to

:::
be

::::
most

::::
often

::::::
among

:::
the

:::::
most

::::::::
influential

::::::::::
parameters.

:

With respect to potential interaction
::::::::::
interactions and non-linear model responses

:
, the accumulation factor (f_accu

:
,
:::
blue

::::::
square)

that is responsible for the snow metamorphism (or turnover from snow to ice) takes a dominant role at the WG, GG and SCG.

This is plausible as it couples snow and glacier processes by transforming a specific fraction of snow lying on the glacier to430

ice and thus affecting both storages. Although it is not among the most sensitive factors, it can have a high significance in

certain situations due to its possible interactions. Although the most influential parameters receive high σEE values,
:
they do

not necessarily fall in the non-linear area (GG, WG). However, all models show generally
:::
The

:::::
strong

:::::::::::
non-linearity

::::::
visible

:::
for

::
the

:::::
SCG

::
&

::::
LCG

:::::
might

:::
be

::::::
caused

::
by

:::
the

::::
fact

:::
that

:::
the

:::::::::
underlying

:::::::::::
measurement

:::::::
stations

:::
are

::::::
located

::::::
outside

::
of

:::
the

::::::::::
catchments

::
at

:::::::
relatively

::::
low

:::::::::
elevations.

:::
All

::::::
models

::::::::
generally

:::::
show a non-linear or monotonous behavior and are potentially characterized by435

interactions rather than a linear relationship.

Furthermore, we can identify at least
:::::::::::
Additionally,

::
we

:::::::
identify

::::::
around 6 to 8

:::::::::
parameters

:::
that

:::
are less or non-influentialparameters

:
, which would reduce the dimension

::::::::::::
dimensionality

:
of the parameter space to a 6 or 8 dimensional problem in the different

models, respectively
:::
for

:::
the

::::::::
respective

:::::::
models.

::::::::
However,

:::::
given

:::
the

::::::
strong

::::::::::
interactions

::
of

:::
the

::::::::::
parameters,

:::
the

:::::::::
parameter

:::::
space

:::
was

::::
kept

::::::::
constant,

::::::::
including

:::
the

:::::
entire

:::::
space.440

3.2
:::::::::

Inter-Basin
:::::::::::
Comparison

::
of

::::::::::
Optimized

:::::::
Glacier

::::::::::
Parameters

3.3 Inter-Basin Comparison of Optimized Glacier Parameters

A comparison between the values of the final parameter sets of all catchments is shown in Fig. 6. As the main purpose

is to evaluate the glacier routine introduced in SWAT-GL, the comparison is limited to the five glacier parameters. Results

are presented for the RMSE
:::::::
NRMSE values of the annual glacier mass balance only. The parameter values of the GG are445

relatively well-spaced in the parameter space with an exception for the GLMFMX parameter, which controls the maximum

amount of glacier melt. The parameter tends to cluster at its lower boundary for GG, LCG and SCG. The lower bound of

GLMFMX is associated with a reduction of strong negative mass balance rates,
:
which might lead to an overestimated ablation.

Analogously to the
:::
The

:::::::::
parameter

::
is

::::::
among

:::
the

::::
most

:::::::::
interactive

:::::
ones,

::
as

::::::
shown

::::::
before,

:::::::::
indicating

::::
that

::::::::
parameter

:::::::::
clustering
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::::
does

:::
not

:::::::::
necessarily

::::::
result

::
in

:
a
:::::::

distinct
::::::::
objective

:::::::
function

:::::::::::
distribution.

::
As

::::
Fig.

::
6
::::
only

::::::::
provides

:
a
::::::::

snapshot
:::
for

:::
the

::::::::
NRMSE450

::
of

::::
MB,

:::
the

::::::
pattern

:::
of

:::
the

::::::::
objective

:::::::
function

:::::
space

:::
for

:::
SC

:::
for

::::::::
example

:::::
could

::::
look

:::::::::
differently.

:::::::::::
Analogously

::
to
:

GG, the final

parameterizations of the LCG are generally well-spread. An exception exhibits here the glacier melt temperature (GLMLTMP)

:::
and

:::::::::
GLMFMX

::::
that

::::
both

::::
show

::::::::
clustered

:::::
values. In contrast to the maximum melt factor, the glacier melt threshold temperature

groups at its (relatively high) upper bound for the LCG, WG and SCG. The two patterns indicate the necessity of high melt

rates,
:
which should not occur too early. The final parameter distribution of the WG is more narrow compared to the other455

catchments. It is shown that especially for the accumulation rate (faccu), small values are desired to avoid large positive mass

balance simulations.

:::::::
Looking

::
at

:::
the

:::
best

::::::::::
parameters

:::
for

:::::::
different

:::::::::
objectives,

::
it

::
is

:::::
shown

::::
that

:::
the

::::
best

:::
SC

:::::::::
simulations

::::
can

::::::
deviate

::::::::::
significantly

:::::
from

::
the

::::
best

::::
MB

:::::::::
simulations

:::
(in

::::
both

:::
the

:::::::::
difference

::
in

:::
the

:::::::
NRMSE

::
of

:::
the

::::
MB

:::
and

:::
the

::::::::
parameter

:::::::
values).

:::::
Large

:::::::::
deviations

::
in

:::::
terms

::
of

:::
the

:::::::
NRMSE

::
of

:::
the

::::
MB

:::
can

::
be

:::::
seen

::
for

:::
the

:::::
SCG

:::
and

::::
WG

:::::
(large

:::::::
vertical

::::::::
difference

::
of

::::
blue

:::::
cross

:::
and

:::
x).

:::::
With

::::::
respect

::
to

:::
the460

:::
best

::::
final

::::::::::
parameters

::
of

:::::
these

:::
two

:::::::::
variables,

::::
large

::::::::::
differences

:::
can

:::
be

:::::::
observed

:::
for

:::::::::::
GLMLTMP,

:::::::::
GLMFMX

::
of
::::

the
:::
WG

::::::
(large

::::::::
horizontal

:::::::
distance

::
of

::::
blue

:::::
cross

:::
and

:::
x),

:::::::::
GLMFMN

::
of

:::
the

:::::
SCG

:::
and

:::::
LCG.

:::::::::
Moreover,

:
it
:::::::
already

:::::::
becomes

::::::::
apparent

:::
that

:::
the

::::
best

::::::::
discharge

:::::::::
simulations

:::
do

:::
not

:::::::::
necessarily

::::::::
coincide

::::
with

:::
the

:::
best

::::::::::
simulations

::
of

::::::
glacier

:::::
mass

::::::
balance

:::
or

::::
snow

::::::
cover,

::::::
despite

:::
the

:::::
strong

:::::::::::
dependency

::
of

::::::::
discharge

:::
on

::::
snow

::::
and

::::::
glacier

::::
melt,

::::::
which

::
is

::::::
further

::::::::
discussed

::
in

:::
the

::::::::
following

::::::::
chapters.

Table A1 provides a detailed overview of the ranges and median values for each glacier parameter and each catchment at the465

end of the optimization.

3.3 Evaluating SWAT-GL’s Representation of Glacier & Snow Processes

Performance of SWAT-GL for all variables and glaciers with respect to the best simulation of the last generation of the

optimization procedure. Note: Discharge was not calibrated but is only shown for cross-validation purposes. Discharge thus

has two validation phases following the periods assigned to the glacier mass balance evaluation of each glacier (see Section470

3.3). Cum. Bgl refers to the mismatch between observed and simulated cumulative mass balance at the end of the time series

and is therefore not attributed to any of the calibration or validation periods. Negative values of Cum. Bgl indicate that the

model is underestimating mass balance losses.

The performance of the optimization procedure is shown in Table 4. Statistical results for discharge are presented alongside

the other variables for demonstration purposes, although it was not part of the optimization procedure. Results for discharge475

comprise two validation periods which were chosen analogously to the ones of glacier mass balance, if data was available.

With respect to glacier mass balance estimates, lowest NRMSE values were found for the WG model (both, calibration and

validation), followed by the SCG model. In contrast, the WG model shows the worst performance w.r.t. hypsometries, for

which best performance was reached in the GG basin. Concerning snow cover, the LCG and SCG model achieve the best

performance metrics in both the calibration and validation period (0.43 and 0.44 for LC model, 0.35 and 0.36 for SC model).480

No significant degradation was
:::::
Slight

::::::::
variations

:::::
were observed between the calibration and validation phases for any of the

objective functions of all variables included in the optimization procedure. It should be noted that a direct inter-comparison

of the absolute NRMSE values between the catchments is difficult, as the standard deviation of the observations used for the
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Table 4.
::::::::::
Performance

::
of

::::::::
SWAT-GL

:::
for

:::
all

:::::::
variables

::::
and

::::::
glaciers

::::
with

::::::
respect

:::
to

:::
the

:::
best

:::::::::
simulation

::
of
:::

the
::::

last
::::::::
generation

:::
of

:::
the

:::::::::
optimization

::::::::
procedure.

:::::::
Numbers

::
in
:::::::
brackets

:::::
belong

::
to
:::
the

:::::
initial

:::::
results

:::::
based

::
on

:
a
::::
latin

::::::::
hypercube

:::::::
sampling

:::
that

:::::
serve

::
as

::::::
starting

:::::
values

::
for

:::
the

::::::::::
optimization

::
to

::::::
provide

::
an

::::::::
indication

::
on

:::
the

::::::::::
optimization

::::::::::
performance.

::::
Note:

::::::::
Discharge

::::
was

:::
not

:::::::
calibrated

:::
but

::
is

::::
only

:::::
shown

:::
for

:::::::::::
cross-validation

::::::::
purposes.

::::::::
Discharge

:::
thus

:::
has

:::
two

::::::::
validation

:::::
phases

::::::::
following

:::
the

::::::
periods

::::::
assigned

::
to
:::
the

::::::
glacier

::::
mass

::::::
balance

::::::::
evaluation

:
of
::::

each
::::::
glacier

:::
(see

::::
Sect.

::::
3.3).

::::
Cum.

:::
Bgl:::::

refers
::
to

:::
the

:::::::
mismatch

:::::::
between

:::::::
observed

:::
and

:::::::
simulated

::::::::
cumulative

:::::
mass

::::::
balance

:
at
:::
the

:::
end

::
of

:::
the

:::
time

:::::
series

:::
and

:
is
:::::::
therefore

:::
not

:::::::
attributed

::
to

:::
any

::
of

:::
the

::::::::
calibration

::
or

:::::::
validation

:::::::
periods.

::::::
Negative

:::::
values

::
of
:::::
Cum.

:::
Bgl::::::

indicate
:::
that

:::
the

:::::
model

:
is
::::::::::::
underestimating

::::
mass

::::::
balance

:::::
losses.

:::::::
Optimal

:::::
values

::
for

:::
the

:::::::
NRMSE

:::
and

:::::
PBIAS

:::
are

:
0
:::
and

::
1

::
for

:::
the

::::
KGE,

::::::::::
respectively.

Glacier NRMSE [-] KGE PBIAS [%]

Mass Balance Snow Cover Hypsometry Discharge Cum. Bgl

Calibration Validation Calibration Validation Calibration Validation Validation 1 Validation 2 Complete

Gulkana 0.76 (0.80) 0.68 1.08 (1.36) 0.98 0.34 (0.39) 0.28 0.62 (0.71) 0.62 -21.68

Lemon Creek 0.74 (0.86) 0.70 0.43 (0.71) 0.44 0.70 (0.70) 0.75 0.29 (0.32) 0.19 -1.60

South Cascade 0.67 (0.90) 0.69 0.35 (0.46) 0.36 1.13 (1.13) 0.90 0.82 (0.81 0.59) -55.17

Wolverine 0.51 (0.58) 0.56 0.87 (1.40) 0.99 2.29 (2.30) 1.79 0.64 (0.78) 0.64 -11.16

normalization has a dominant effect on the values. For example, the standard deviation of the mass balance observations of

the WG is a factor of 1.6 - 9.4 higher than that of the other glaciers (calibration period). The same applies for the snow cover485

results of the SCG, where observed snow cover standard deviations are 1.3 - 2.4 times above those of the other glaciers.

A clearer picture emerges from the graphical representation of the optimization results in Figure
:::
Fig.

:
7. The discrepancy at the

end of the simulation periods of the cumulative mass balance ranges from -1.6% to -55.17%. However, the
:::
The

:
relatively large

outlier of -55.17% arises from the SCG, where the mass balance loss stagnates in the 1990s. The abrupt change in the mass

balance is also indirectly reflected in the cross-validated results of discharge. While the KGE in the beginning of the simulation490

is around 0.82, a significant drop to 0.59 can be observed in the second evaluation period. Problems in the SCG model become

especially apparent when focusing on the lower bound of the model range (grey shading in Fig. 7 of cumulative mass balance).

Here, we can notice a very poor representation of the inter-annual signal as the simulations show two very abrupt drops and

long periods of stagnation. It is likely that the glacier has retreated to altitudes
:
, which are not subject to temperature-induced

melting. The wide range visible in the cumulative mass balance can
:::::
could

:
be caused by only a few solutions and does not495

allow for conclusions about the real distribution of the final simulations. We thus show in Fig. A1 the individual cumulative

mass balance representations of all optimized solutions together with the distribution of the cumulative mass balance at the

end of the simulation period (all 100 values of the last year of simulation for each glacier). It is found , that particularly the

upper bound of the GG and WG, as well as the lower bound of the LCG and SCG are caused by a small subset of solutions.

The LCG with an almost perfect fit at the end of the simulation period, however, is overestimating ablation over
:::
for a large500

part of the simulation period. Overall, the models are underestimating ablation rates after the 2000’s (with an exception for the

WG). This becomes even more evident by looking at the annual mass balance rates (last column Fig. 7). All models perform

well in simulating monthly snow cover, in both, the calibration and validation phase. The spread of the models (grey shading)

is relatively large and includes simulations with almost no snow cover in summer. The WG consists of a period of positive
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mass balance in the 1980s which is likely causing the upward tendency of the simulation range (the share of simulations with505

a positive cumulative mass balance until the end of the simulation).

Summarizing, we assess
::
the

::::::::
objective

:::::::
function

:::::
values

:::::::
indicate SWAT-GL ’s results in general as satisfactory to very good,

:::::
being

:::::::
generally

:::::::
capable

::
of

:::::::::::
representing

:::
the

:::::
glacier

:::::::::
dynamics with the exception of SCG, which shows sharply declining accuracy of

the results
::
the

:::::
SCG

:::
that

::::::
shows

:
a
:::::::
sharply

::::::::
declining

::::
drop

::
in

:::::::::::
performance over the course of the simulation period.

:::::::
However,

::
a

:::::::::
benchmark

:::::
model

::::::
would

::
be

:::::::::
necessary

::
for

:::
an

:::::::
absolute

:::::::::::
interpretation

::
of

:::
the

::::::
values.

:
510

Simulation results of the last generation of the optimization procedure for the cumulative mass balance (Column 1), monthly

snow cover (Column 2) and annual mass balance (Column 3). Each row corresponds to one glacier. Blue represents the best

evaluation of the last generation for the respective variable, black refers to observations and grey shadings indicate the range of

all evaluations part of the last generation. The dashed lines with the Cal. annotation indicates the individual calibration phases

of each study area. The remainder of each time series was used for validation.515

3.4 SWAT-GL’s Ability to Capture Mass Balance Inhomogeneity and Variability

As
::
As

:::::::::
SWAT-GL

:::
was

::::::
tested

:::
for

::::::::
relatively long simulation periodswere used,we evaluate whether SWAT-GL is capable

:::
,its

:::::::::
capabilities

:
to capture potential inhomogeneities which are present in the mass balance observations

:::
are

::::::::
evaluated. Further-

more, it was investigated how basic summary statistics of mass balance simulations, such as
::::
mass

:::::::
balance

:::::::::
variability,

::::
e.g.

:::::::::
represented

:::
by the Coefficient of Variation (CV) as proxy for inter-annual variability, differ from observations

::
are

::::::::::
represented520

::
by

:::::::::
SWAT-GL. Inhomogeneities were not only determined by

:::::::::
determined

::
by

::
a trend detection based on the

:
a
:
modified Mann-

Kendall , but also
::
and

:::::::::::
additionally using the Pettitt and Wilcoxon-Rank Sum Test (WRS). The Null Hypothesis of both meth-

ods is that the time series contain no change.
:::
All

::::::
results

:::
are

:::::::
provided

::
in
:::::
Table

::
5.
:::::::
Results

::
of

:::
the

::::
MK,

:::::
WRS

:::
and

::::::
Pettitt

::::
tests

:::
are

:::::::
provided

::
as

::::::::
integers,

:
0
::
or

::
1,

:::::::::
indicating

:::::::
whether

:::
the

:::
null

:::::::::
hypothesis

::::
was

:::::::
rejected

:::
(1)

::
or

:::
not

:::
(0).

:

Table 5. Summary of statistical results for the simulated and observed mass balance time series over the whole simulation period. The

summary table consists of the Spearman Correlation (ρ), the modified Mann-Kendall after Hamed and Ramachandra Rao (1998) considering

autocorrelation (MMKH), the Sen’s Slope estimator, the Coefficient of Variation (CV) as well as the Pettitt and Wilcoxon-Rank Sum (WRS)

Test. Results of the MK, WRS and Pettitt tests are provided as integers where 1 indicates the null hypothesis was rejected and 0 that is was

accepted.

Glacier Mass Balance

ρ MKH Sen’s Slope CV Pettitt WRS

- Sim Obs Sim Obs Sim Obs Sim Obs Sim Obs

Gulkana 0.67 0 1 -5.142e+4 -2.479e+5 1 1.30 0 0 0 1

Lemon Creek 0.62 0 1 -5.846e+4 -2.107e+5 0.88 1.21 0 0 0 0

South Cascade 0.79 1 0 3.281e+4 -1.113e+4 2.75 1.72 1 0 0 0

Wolverine 0.83 1 1 -5.311e+5 -3.931e+5 2.52 2.72 1 1 0 0
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While the Spearman Correlation suggests a satisfying to good agreement in the monotonic relationship between simulated and525

observed mass balance in all catchments, the models failed to represent the trend detection results of the observations. Based

on the modified Mann-Kendall test that takes serial correlation into account, SWAT-GL was only in one catchment able to

correctly classify the trend statistic. The Sen’s slope estimator, used to represent trend magnitudes, differed especially for the

outlier SCG model where the sign was mismatched. In the WG and LCG models the simulated trend component was under-

estimated, while it was overestimated for the WG. The CV, with generally large values mostly above 1, was underestimated530

in two as well as overestimated in two cases. While it was general in an acceptable range, the SCG again exhibited an outlier.

The annual mass balance time series, which were trend-corrected in the presence of a trend, have been further tested on inho-

mogeneities based on the non-parametric Pettitt and Wilcoxon-Rank Sum Tests.

In summary, the simulations agreed relatively well with the observations at the 0.05 significance level.
::::::::
However, SWAT-GL

was not capturing the shift in median detected in the observed time series of the WG (
:::
GG

::::::
(based

::
on

:::
the

:
WRS) and further535

::::::::::
additionally rejected the Null Hypothesis of the Pettitt Test in case of

:::
for the SCG. However, it must be noted that the poor

simulations of the SCG affect the meaningfulness of the
::
can

:::
be

::::::::
observed

:::
that

::::
poor

:::::
SCG

:::::::::
simulations

:::::
affect

:::
the

:::::::::::
significance

::
of

test results.

3.5 Cross-Validation of Discharge

Discharge in all catchments was cross-validated on the daily scale, assuming that a reasonable fit is achievable
:
, when glacier540

and snow-related processes are well represented in the heavily glaciated catchments. The performance, evaluated based on the

KGE, can be found in Table 4. The temporal coverage of the validation periods of each catchment is found in Tab.
::::
Table

:
3.

First, we see that the GG and WG models show no difference in the KGE values of the respective calibration and validation pe-

riods. Second, a significant drop in quality for the SCG model (from calibration to validation) is found. Lastly, the LCG model

acts as a strong outlier with KGE values <0.3. In contrast, the other three catchments almost entirely show KGE values >0.6, re-545

sults often considered satisfactory in hydrological studies
:::::::
according

::
to

:::
the

::::::::::::
classifications

::
of

:::::::::::::::::::::::::::::::::::::
Moriasi et al. (2007); N. Moriasi et al. (2015)

. Interestingly, the worst-performing glacier during the glacier-based optimization (SCG) exhibits the best overall discharge

performance. However, its
::
Its

:
good quality in the first validation period stems mainly from an overestimated ablation that

reduces the underestimation of available water for discharge compared to the other glaciers. Given the large glacier influence

in the catchment, the good performance w.r.t. discharge is likely caused for wrong reasons. This stresses the fact that models550

that are evaluated only for discharge are questionable for comprehensive hydrological investigations. The other glaciers are

characterized by a high PBIAS towards the observations (simulations have less water than observations). Besides, the
:::
The

second validation phase of the SCG model, in contrast to the other glaciers, does not cover the 2000s,
:
which are associated

with even higher instationarities. Covering the 2000s would likely further reduce the performance metric. The large PBIAS is

most significant
::::::
PBIAS

::
is

:::::
larger in the LCG model, where streamflow is underestimated by 45% or

:::
and 51% in the calibration555

and validation phase, respectively.

This behavior is emphasized when looking at Fig. 8, which illustrates mean annual discharge,
:
In

:::::::
addition

::
to

:::
the

::::
daily

:::::::::::
performance

::
of

:::::
Table

::
4,

::
we

::::::
further

:::::::
evaluate

:::::
mean

::::::
annual

:::::
flows

::
as

::::::::
illustrated

::
in
::::
Fig.

::
8 together with two separate periods of simulated mean
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daily discharge (averaged discharge for each day of the year over the indicated periods). For the WG, LCG and GG models a

distinct underestimation of annual flows is present in the simulations. When we center (correct the time series by its mean ) the560

annual discharge time series (see Fig A2), we find
:::::
annual

:::::
flows

:::
are

:::::::
centered

::::::
(mean

:::::::::
corrected), a good monotonic relationship

for the WG model .
:
is
::::::::
observed

:::
(see

::::
Fig.

::::
A2).

:
For the SCG, the deviation of observed and simulated annual discharge increases

over time. This further indicates that a temporal coverage of the 2000s of the SCG model would
::::::
further degrade its results.

:::
The

:::::
annual

:::::::::
dynamics

::
of

:::
the

::::
LCG

::::
and

:::
GG

:::
are

::::
only

:::::::
partially

::::
met

:::
and

::::::::::
particularly

:::
the

:::::
larger

:::::::
positive

:::::::::
anomalies

::
of

:::
the

:::::
LCG

:::
are

:::
not

:::::::
captured

::
by

:::
the

::::::
model.

:::::::
Results

::::::
suggest

::::
that

::::::::::
inter-annual

::::::::
discharge

:::::::::
variability

::
is

:::::::
slightly

:::::
lower

::
in

:::
the

:::::
model

::::
than

:::::::::
observed. In565

general, simulated annual flows of SCG show a decreasing tendency with time, which could be caused by the strong recession

initiated at an early stage of the simulation period as shown before (Sec
::::
Sect. 3.3). This could then cause a pronounced under-

estimation of glacier melt contribution especially at end of the simulations as the actually contributing elevations disappeared

already.

Evaluating mean daily discharge of the different periods further stresses the substantial undercatch of flow in the simulations570

(Fig. 8 all glaciers). The periods were chosen so that they lie from each other to highlight potential model deficiencies in the

representation of nonstationarities. The LCG and GG models do not show any significant change in the amount of discharge

between the early and late period. This points to relatively stable glacier conditions. In contrast, flows in the SCG basin es-

sentially decrease in the later period, which is in line with the aforementioned results. A similar, albeit not as pronounced,

pattern is found for the WG model. The model of the SCG shows the largest range of simulated flows over the year (grey
::::
gray575

shadings). The share of simulations with a positive mass balance for the WG (see Section
::::
Sect.

:
3.3) is likely causing the very

low simulation bound of discharge in the basin, with almost no flow until August.

3.6 Comparison of Single-Objective and Multi-Objective Optimization Results of Discharge and Mass Balance

To illustrate the capabilities of SWAT-GL in terms of discharge and mass balance simulations, two SOOs were conducted. One

for each of the two variables. The SOO of discharge was based on KGEand
::::::::
evaluated

:::::
using

:::
the

:::::
KGE,

::::
while

:
that of mass balance580

on NRMSE to be consistent
::::
relied

:::
on

:::
the

:::::::
NRMSE,

::::::::
ensuring

::::::::::
consistency with the MOO counterpart .

:::::::
presented

::::::
earlier.

:::::::
Results

::
of

:::
the

:::
two

:::::
SOO

:::::::
models

:::
that

:::
do

:::
not

::::::::
consider

:::
any

:::::::::
trade-offs

::
in

:::::::
process

:::::::::::::
representations

:::
are

::::::::
compared

:::::
with

:::
the

:::::
MOO

::::::
model

:::::
results

:::::::::
introduced

::::
and

::::::
shown

::
in

:::::
Sect.

:::
3.3

::
to

:::
3.5

::::::
(using

:::
SC,

::::
MB

::::
and

:::::::::::
hypsometry). The test case was conducted for the WG

only and should replicate a typical hydrological modelling
:::::::
modeling

:
case where people rather use discharge or mass balance

only than multiple objectives. It should be emphasized here
:
is

::::::::
important

::
to

::::::
clarify

:
that we are not saying that the approach is585

desirableor good practice, but thatdespite known shortcomings of single-objective
::::::::
endorsing

:::
this

::::::::
approach

::
as

::::::::
desirable,

::::::
rather,

::
we

::::::::
highlight

::::
that,

::::::
despite

::::::::::
well-known

::::::::::::
shortcomings

::
of

::::
SOO

:
studies, the approach is still

::::::
remains

::
a common practice. For the

SOO of the mass balancethe parameter choice ,
:::::::::
parameter

:::::::
choices and ranges are similar to Table 2. However, as we did not

consider any lags for discharge in the MOO we added SWAT’s SURLAG
:::
For

:::
the

:::::
SOO

::
of

::::::::
discharge

:::
the

::::::::
following

::::::::
adaption

::
in

::::
terms

:::
of

::::::::
parameter

::::::
choices

::::
was

::::::::
included:

::
To

:::::::
account

:::
for

:::
lags

::
in

::::::::
discharge

:::
as

:::
well

::
as
:::
the

:::::::
general

:::::::::
infiltration

:::::::
behavior,

:::::::::
SURLAG590

::::::
(surface

::::::
runoff

:::
lag)

:
and CN2 parameter for

::::::
(Curve

:::::::
Number

:::
for

:::::::
moisture

:::::::::
conditions

::
II)

:::::::::
parameters

:::::
were

:::::::::
introduced

::
for

:
the SOO

of discharge to maximize
::
in

:::::::
contrast

::
to

:::
the

:::::
MOO

:::::::::
parameter

:::::
space

::
of

:::::
Table

::
2.

::::
The

::::::::::
introduction

::::
aims

::
to
::::::::

improve SWAT-GL’s
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capabilities in the representation of streamflow.

Fig. 9 illustrates the results. The first line of plots (a ) and b)
:::
and

:
b, respectively) refers to the SOO model of

::::
focus

:::
on discharge

and the second to the one of MB (c ) and d)). The first column shows the SOO results for the variable which was optimized595

(a ) and c) ) and the second column for the variable that was not used in the respective SOO (MB in b), Q in d)). The SOO

results clearly demonstrate the sharp increase in KGE values when discharge is used directly as objective, compared to KGE

values from the MOO. The former best KGE of 0.64 (Tab.
::::
Table

:
4) is substituted by a relatively high upper bound of 0.92.

The results are reached after 40 generations already and lead to a median KGE shift from 0.5 to 0.9. Besides, the median

KGE of the MOO represents the lower bound of the SOO. While the simulated mean annual flow of the MOO procedure600

showed a significant bias compared to the observed flow (see Fig. 8), the SOO results in PBIAS values of -0.78% (not shown)

and is capable to bring reasonable amounts of water in the system. The SOO of discharge shows a substantial degradation in

representing annual mass balance compared to the MOO (b))
:::::
shown

:::
in

::
b). The best solution of the SOO of discharge exhibits

has a NRMSE value which is 0.37 above the MOO counterpart (or 78%).

When looking at annual mass balances, although we see a much better representation already after 20 generations, the "best"605

performing simulations smaller or equal to the 10% percentile are similar between MOO and SOO. This even goes so far that

the
::::::
extends

::
to
::::

the
::::
point

::::::
where

:::
the

:
minimum NRMSE of 0.51 achieved in the MOO , is not beaten

:
is
:::
not

:::::::::
surpassed

:
by the

SOO procedure
::::
even after convergence. This indicates the appropriateness of the MOO using

::::::::
highlights

:::
the

:::::::::
suitability

::
of

:::
an

:::::
MOO

::::
with SWAT-GL in

::
for

:
complex glaciated and snow-fed catchments. However, the MOO shows slightly poorer results for

discharge compared to those resulting from the SOO for mass balance (d)). Above the 20th percentile the performance of the610

SOO has on average a KGE approximately 0.05 above the one from the MOO. Below the 20th percentile the performance of

the MOO is largely degraded.
:::::
When

::::::
looking

::
at
::
a
:::::::
variable

:::
that

::::
was

:::
not

::::::::
included

::
in

:::
any

:::
of

:::
the

::::
SOO

:::::::
models

:::
but

::
in

:::
the

::::::
MOO,

::::
such

::
as

:::
SC,

:::
the

:::::::::
superiority

:::
of

:::
the

:::::
MOO

::::::::
approach

:::::::
becomes

::::::
visible.

:::::::
Similar

::
to

::::
Fig.

::
9),

:::
the

:::
SC

::::::
results

:::
are

::::::::
illustrated

::
in
::::
Fig.

::::
A5)

:::::::::
suggesting

:
a
::::
clear

::::::::::
dominance

::
of

:::
the

:::::
MOO

:::::
model

::::
over

:::
the

::::
two

::::
SOO

:::::::
models.

:
It
::::
was

::::::
shown

:::
that

:::
the

:::::::::
MB-based

:::::
SOO

:::
was

::::::::
superior

::
in

::::::::::
representing

:::::
both,

:::
MB

::::
and

:::::::::
discharge,

:::::
while

:::
the

:::::::::::::
discharge-based

:::::
SOO615

::::
only

:::::::::::
demonstrated

:::::
higher

::::::::::
capabilities

::
in

::::::::::
representing

::::::::
discharge

:::::::::
compared

::
to

::
the

::::::
MOO.

::::::::
However,

:::::::::::
interpretation

::::::
should

::
be

:::::
done

::::
with

:::::::
caution,

::
as

:::
for

:::::::
example

::::
both

:::::
SOO

::::::
models

:::::
show

::::::::
degraded

::::::
results

::
in

::::::::::
representing

::::::
further

::::::::
variables

::
as
::::::

shown
::
in
::::

Fig.
::::
A5.

::::::::::
Furthermore,

:::
the

::::::::::::
comparability,

:::::::::
especially

:::
for

::::::::
discharge,

::
is

::::::::::
constrained

:::
due

::
to

:::
the

:::
fact

::
it
::::
was

:::
not

:::::::::
considered

::
in

:::
the

:::::
MOO

::
at

:::
all.

Cumulative distribution function (CDF) plot of the objective functions for the single-objective optimization (SOO) and620

multi-objective optimization (MOO) results of daily discharge and annual mass balance for the Wolverine Glacier. a) and b)

compare the MOO results with the SOO model optimized for discharge. c) and d) compare the MOO results with the SOO

model optimized for mass balance. a) and c) show the results for the optimized variable of the SOO, b) and d) show how the

corresponding non-optimized variable (MB for b) and Q for d)) perform. The CDF of the MOO refer to the last generation

(Generation = 100), while the selected SOO results refer to generations at a relatively early stage of the optimization close to625

the point where convergence is reached. In detail, the selected generation of the discharge optimized model refers to generation

40, and generation 20 for the mass balance optimized model. Black indicates the CDF from the MOO, red the one from the
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discharge SOO model and blue the mass balance SOO model. The subscripts Q and MB indicate discharge and mass balance,

respectively. The sample size N of the CDFs is 100 which refers to the general sample size in the optimization. Results focus

on the calibration period of the WG.630

4 Discussion & Outlook

As a profound evaluation of SWAT-GL’s performance in different glaciated catchments was missing so far
:
, the intention was to

contribute to close this gap with our work. Note that further information especially regarding
::::
with

::::::
respect

::
to

:
technical details

of SWAT-GL and future plans about model improvements are found in Schaffhauser et al. (2024).

4.1 Glacier Parameterizations & Process Representation635

We used the Method of Morris to identify (screen) and rank glacier and snow parameters in the four basins (Song et al., 2015;

Pianosi et al., 2016; Sarrazin et al., 2016).

In general, it was shown that lapse rates together with parameters controlling the maximum degree-day factor for ice (and

thus glacier melt) are among the most sensitive parameters in all catchments. The strong temperature-dependence inherent

in
::
of SWAT-GL is further emphasized through the relevance

::
by

:::
the

::::
high

:::::::::
sensitivity

:
of the threshold temperature that triggers640

glacier melt
::::
when

::::::
glacier

::::
melt

::::::
occurs. An important role plays the SWE threshold that determines when a (sub-)basin is fully

snow-covered. The parameter links the old snow routine and the newly integrated glacier routine, as glacier melt can only

occur under snow-free conditions on the glacier. SWAT’s snow cover received growing attention in multi-objective calibra-

tion studies that try to improve model consistency (Tuo et al., 2018; Grusson et al., 2015). The fraction of snow cover is

directly affecting the amount of daily snow melt (lower fractions reduce the amount of snow melt) and indirectly glacier melt.645

As any degree of snow cover can be achieved with any SWE, there is also the risk to accomplish good snow cover results

with implausible amounts of snow. This circumstance is, contradictory to its importance, rarely discussed in the literature.

SWE measurements are, although seldom available, of tremendous importance as they can be used for plausibility checks of

snowamounts. Reanalysis
:::
can

::::::::
therefore

:::
add

:::::::::
significant

:::::::
benefits

::
as

::::
they

:::::::
provide

:::::::
valuable

:::::::
insights

:::
on

:::::
actual

:::::::
amounts

:::
of

:::::
snow.

::::::::
However,

:::::::::
resolutions

::
of

::::::::
reanalysis

:
or remote sensing-based SWE product resolutions as well as a relative large spread

::::::::
products,650

::::
along

::::
with

:::
the

:::::::::
significant

:::::::::
variability

:::::::
observed

:
in product comparison studiesare still an obstacle. Further, SWE would probably

:
,
::::::
remain

:
a
:::::::::
challenge.

::::
SWE

:::::::::::
observations

:::::
would

:
be more suitable to draw conclusions on

:::
for

:::::::
drawing

::::::::::
conclusions

:::::
about precip-

itation inputs compared to snow cover only
::::::
relying

:::::
solely

:::
on

::::
snow

:::::
cover. We want to further emphasize that the intermediate

sensitivity of precipitation lapse rates might be misleading. The objectives chosen might not be valid to allow for precipitation-

related conclusions as none of the three variables is based on absolute volumes (of snow or ice). For example, a separate655

consideration of summer ablation and winter accumulation would provide a more realistic picture of system in- and outputs.

As SWAT-GL is still in its early stages, the SA was conducted for diagnostic purposes, involving screening and ranking among

different catchments. This was done independently of the optimization purpose. In future applications
:
, the dimensions of the

parameter space should be reduced accordingly. The SA for example suggested a reduction of the parameter space (by 6-
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8 dimensions) in the different catchments of the study. The derived glacier parameter sets after optimization, are relatively660

well-spread in the parameter space. However, in the demonstration catchments
:
, the maximum melt factor tends to group at

its defined lower bound. This indicates a potential reduction of the lower bound for an even better representation of glacier

mass balance. Physically our
::::
The chosen values could be reduced, however, as SWAT-GL internally makes a plausibility check

between the estimated snow and ice degree-day factors, a further reduction might make internal corrections of the degree-day

factor more likely. Besides
::
In

:::::::
addition, further reducing the lower bound of the parameter might exacerbate the strong un-665

derestimation of flow. The high values of the glacier melt temperature imply that the models seem to compensate for other

temperature-dependent processes as the model seems to try to delay glacier melt. This indicates that glaciers are, despite the

good SC representation, snow free and exposed to melting too early. A lag factor similar to the temperature lag factor of snow

already present in SWAT could also give further control in the timing of glacier melt. However, our study has shown that the

snow lag factor is not very sensitive, although its lower bound was chosen in a way to avoid abrupt and extreme snow melt670

events. We further propose that alternative solutions concerning the lag of ice and snow melt might be explored and evaluated

in order to decouple them more clearly from the lag factor related to effective precipitation.

Overall, the standard deviation of the Elementary Effects indicate that glacier and snow processes behave strongly non-linear

and exhibit potential interacting effects
:
, which we see as a further indication of SWAT-GL’s suitability. The moderate interac-

tion ability for SNOCOVMX is considered to be unusual, as it links snow and glacier processes which would suggest higher675

interaction and/or non-linearity. Future work might put attention on Time-Varying Sensitivity Analysis (TVSA), such as DY-

NIA or also using EEs, to obtain further insights in parameter dominance at different scales and periods over time (Chiogna

et al., 2024). Especially in the context of climate impact assessment, insights of a potential loss in model skill due to a reduction

in the dominance of (historically working) parameter sets in non-stationary systems become crucial (Wagener, 2022).

4.2 SWAT-GL’s Performance in Representing Glaciated Catchments680

The optimization procedure using NSGA-II for snow cover, glacier hypsometry and glacier mass balance worked well for the

highly glaciated catchments with the exception of the SCG. For the SCG an abrupt change in the mass balance estimates in the

middle of the simulation period causes implausible results. However, snow cover estimates were very good in all catchments

and we highly recommend to use snow cover as an objective function for an adequate representation of mountain hydrology

when using SWAT-GL. Especially due to the fact that
:::
This

::
is

:::::::::
particularly

::::
true

::
as

:
MODIS (or other) snow cover data is relatively685

easy to access and readily available, which is not the case for measurements of
::::::
widely

::::::::
available,

:::::
unlike

:
glacier mass balance

estimates
::::::::::::
measurements,

::::::
which

:::
are

:::::
more

::::::::::
challenging

::
to

::::::
obtain. In data-scarce regions, predominantly the typical setting of

high-mountainous areas, snow cover in combination with downstream measured discharge might often be the only sources of

data for calibration and validation.

While annual net mass balance was well represented, it was noticed that glacier melt tends to start too early leading to an690

extended overlapping period where snow and glacier melt contribute equally to runoff generation. The mass balance estimates

are better represented for the bigger glaciers or catchments respectively. However, SWAT-GL was introduced to provide a

simple but efficient approach to represent glacier dynamics on multiple scales. It is assumed that most application will generally
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be beyond the scale of the example of the
:::::
While

::::::
SWAT

::::::::::
applications

:::::
often

:::::
focus

::
on

:::::
larger

::::::
scales

::::::::
compared

:::
to

:::
the

::::::::
relatively

small SCG, which might also be one reason for the relatively bad performance . Moreover, small-scale processes such as695

snow redistribution are equalized on larger scales (e.g., mesoscale) and thus less dominant.
::::
more

:::::::::
evaluation

::
is

::::::::
necessary

:::
on

::
the

:::::::
reasons

:::
for

:::
the

:::
bad

:::::::::::
performance

::::
and

:::::::
whether

:
it
::::::
might

::
be

::::::
linked

::
to

:::
the

:::::
small

:::::
spatial

::::::
scale.

:::::::::
Something

:::::
which

::
is
:::::::::
especially

::::::::
important

::
to

:::::::::
investigate

:::::
given

:::
the

::::::
overall

::::
trend

::
of

:::::::::
shrinking

::::::
glaciers

::::::
across

:::
the

:::::
world.

:

As hypsometry measurements were available, they were used in the optimization process. In future work total glacier area

might be a suitable alternative to the individual hypsometry time series. As the ∆h-parameterization assumes upper parts of a700

glacier to be more stable we conclude that the approach might fail to represent the dynamics of the upper elevation sections

at the SCG and LCG while it seems more appropriate for the WG and GG (see Fig. A3). Using total area changes could

therefore improve the representation of the overall MOO, as it would circumvent the attempt to reproduce a pattern SWAT-GL

is structurally not able to. Similarly, if individual hypsometry time series are used one might consider to put less weight on the

upper parts of the glacier.705

We have shown that, by using discharge as a single-objective, as done for the WG, the performance could be substantially

ameliorated (KGE >0.9). Using mass balance in the SOO (again WG) we have shown that the best solutions of the MOO were

comparable to the ones resulting from the SOO with respect to the achieved NRMSE values. The statistical results of the mass

balance estimates significantly dropped using discharge for SOO and could not compete with the MOO mass balance results.

In contrast, the discharge performance as a result from the mass balance SOO was better than the discharge representation710

of the MOO. Unlike mass balance, discharge was not part of the MOO objectives and partly constraints the interpretability.

Nevertheless, the difficulty to achieve model consistency in highly glaciated and mountainous catchments became particularly

visible in the LC catchment. The studied glaciers generally have a high contribution to streamflow, as for example found in

O’Neel et al. (2014) (for GG and WG). Since we consistently overestimate ablation for the LCG, it is initially contradictory

that we obtain streamflow underestimations of up to about 50% (ablation in SWAT-GL mainly refers to glacier melt). Potential715

reasons can be manifold. A wrong representation of snow amounts and distribution, despite a good snow cover fit, or a simple

underestimation of liquid precipitation (or a combination of the two) might be potential reasons. Moreover, similarly to what

is described in O’Neel et al. (2014) the model could also underestimate summer ablation and winter accumulation which

govern the mass balance, which would again be related to precipitation. However, it seems that precipitation input might

be too low since the LCG meteorological data stems from a remote valley station and the model relies on optimized lapse720

rates.
::::::::::
Precipitation

::::::::
estimates

::
in
:::::::::::

mountainous
::::::::::

catchments
::::
can

::::::::
generally

::
be

::::::::::
considered

::
as

:
a
::::::::

complex
::::
field

:::::::
coming

::::
with

:::::
large

::::::::::
uncertainties

::::
that

:::
are

::::
then

:::::::
reflected

::
in

:::
our

:::::::::::
hydrological

::::::
models

:::::::::::::::
(Evin et al., 2024).

:
Therefore future modelling work could also

try to not only use net mass balance but (if available) make further use of seasonal mass balance (winter accumulation &

summer ablation) derivations in the calibration strategy (Schaefli and Huss, 2011). The winter mass balances could also be

used to additionally validate the precipitation inputs from the stations and to adjust the precipitation laps rates.725

In general, it became evident that SWAT-GL has great capabilities to be applied in glaciated catchments, also for longer, non-

stationary time scales. It is assumed that the simple degree-day approach integrated in the mass balance module alone could
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cause significant improvements in glaciated catchments. The simplicity of the approach also leads to high transferability with

manageable effort.

4.3 Glacier Initialization730

A further very sensitive factor that affects the simulation results, in particular under long simulation periods which are likely

subject to persistent climate change effects, is the initialization of the glacier mass. Datasets such as from Farinotti et al. (2019)

or Millan et al. (2022) provide valuable information on glacier thickness and thus mass initialization. But attention should be

paid when simulation periods start decades ago before the considered thickness estimates. A comparison of the mass differences

between the Farinotti estimates and our own calculations based on GlabTop-2 for the earliest possible DEM and outline (see735

Section
::::
Sect. 2.5) reveal substantial differences. The magnitudes are between -11% to +19%. The contradictory signs are

produced as the Randolph Glacier Inventory outlines for the different glaciers stem from different acquisition years which are

sometimes earlier than the outlines used for GlabTop-2. This emphasizes the importance of the initialization assumptions. In

greater detail, temperature conditions back then might not be suitable to trigger glacier melt in an appropriate magnitude as

lower glacier bounds are simply located too high. Basically, there would be a mismatch between the link of glacier elevation740

and runoff generation. This becomes evident when examining areal losses as fraction of initial area of each glacier over the

simulation period (see Appendix A4), where fractional area losses range from more than 10% (WG) to more than 40% (SCG).

The ∆h approach implemented in SWAT-GL does not consider glacier flow and does allow for glacier area growth (not be

confused with accumulation in ice water equivalent of a specific ES) in its current version, which is relevant especially for long

simulation periods with phases of grwoth
::::::
growth.745

5 Conclusions

The recently extended version of SWAT, called SWAT-GL, was tested in representing the hydrology of four highly glaciated

basins. The new SWAT-GL, which makes use of a physically-based glacier evolution routine has proven to provide robust

hydrological simulations of catchments that are characterized by nivo-glacial processes. It thus serves its purpose and adds a

valuable contribution to the hydrological modelling community, and in particular, the SWAT community.750

We have also identified traditional model consistency issues prevalent in hydrological modeling and demonstrated their sig-

nificance, even when multiple glacier and snow processes are included in the calibration procedure. Although SWAT-GL

substantially improves model consistency, such problems should receive more attention. While we could show SWAT-GL’s

applicability even under long transient conditions, constraints remain and require further efforts to address. This is particularly

true for climate impact studies, where simulation periods can exceed 100 years. In such studies, we advocate a minimum755

requirement that assesses the suitability of model components for climate impact statements to avoid flawed conclusions. Tran-

sient conditions, for example, could significantly affect degree-day factors, making initial choices inappropriate. A topic that

is rarely addressed and discussed.

We identified parameter clustering at the edges of the initial parameter ranges, which indicate solutions that could impair phys-
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ical plausibility. Moreover, contradictory patterns in the representation of snow and glacier processes (and discharge) were760

found. For example, a good representation of snow and glacier processes partly resulted in an unsatisfying representation of

streamflow. We demonstrated that an adequate to good snow cover simulation does not necessarily lead to an accurate rep-

resentation of glacier components. These basic insights, although partly recognized, go beyond SWAT-GL applications and

are of general importance for the modeling community. The sensitivity analysis of SWAT-GL emerged a strong temperature-

dependence of the model. This underpinned the importance and role of lapse rate parameterizations, also as a major source765

of uncertainty, in high mountain catchments. In addition, it was shown that the parameter space of glacier and snow-related

parameters could be significantly reduced across all basins, suggesting potential applicability to other study areas.

Even though SWAT-GL was tested in catchments that are unprecedented in terms of data availability, the authors see no restric-

tions in its transferability to areas with poor data. Global datasets of ice thickness estimates and glacier outline set a suitable

baseline to apply SWAT-GL. Although relatively small glaciated catchments were employed, the approach can be scaled up770

without imposing any substantial additional computational demand or physical limitation on the approach.

In conclusion, the most significant merit we discovered with SWAT-GL was its ability to adequately represent glacier processes

in contrasting catchments. This encourages its further use in modeling glaciated and high-mountain catchments. However, there

are technical limitations, including the requirement for introducing supplementary concepts to enhance the model’s flexibility,

along with structural limitations.775

Appendix A

A1
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Figure 2. Overview of the mean climate regimes of the four glaciers according to the stations of Tab.
::::
Table 1 and the reference period 1971-

2000. Lines refer to monthly mean temperatures and bars to mean monthly precipitation sums. It has to be noted that no lapse rates were

applied, what causes
::
As

:
the high monthly mean temperatures of LCG and SCG as

::::::
stations

:::
are remote and lower-elevated stations were used

(20 and 40 km apart , respectively
::
and

::
at

:
6
::

m
:::
and

::::
270

:
m)

:
,
::::
black

:::::
dotted

::::
lines

:::::::::
representing

:::::::::
temperature

:::::
based

::
on

:
a
::::
-6.5

:::::
°C/km

::::
were

:::::::
provided

:::::::::
additionally. The letters from J to D correspond to the months January to December.

:::::
Climaa ::::

refers
::
to

:::
the

:::::
annual

::::::
average

::::::::::
precipitation

::
for

:::
the

:::::::
indicated

::::::
periods.

:::::
Black

:::::::::
overlapping

:::
bars

:::::::
represent

::
a

::::
solid

:::::::::
precipitation

:::::
proxy

:::::::
assuming

:::
that

:::::::
snowfall

:::::
occurs

:::::
when

:::::::::
temperature

:
is
:::::

below
::
1

::
°C.
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Figure 3. Overview of the annual mass balance rates of all glaciers merged with the mean daily discharge of two periods for each glacier. The

recent periods refer to 2002-2022 (GG, WG, LCG) and 1972-1992 (LCG) and the older periods refer to 1967-1978 (GG, WG), 1955-1973

(LCG) and 1962-1982 (SCG) as indicated in the day of the year plots.
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Figure 4. Empirical relationship of normalized glacier elevation and the normalized ice thickness change based on Huss et al. (2010).
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Figure 5.
::
SA

:::::
results

:::::
based

::
on

:::
the

:::
EE

::::::
method

::
for

:::
all

:::
four

:::::::::
catchments

:::
and

::
14

:::::::::
parameters.

::::
The

:::::
slopes

::::::::
(σEE/µ

∗)
::
of

:::
the

::::::
different

::::
lines

::::
that

:::::
classify

::::::::
parameter

:::::
effects

:::
on

::
the

:::::
model

::::::
outputs

::
as

:::::
linear,

::::::::::
monotonous,

:::::
almost

:::::::::
monotonous

:::
and

::::::::
non-linear

:::
are:

:::
0.1

::::::
(dotted

::::
line),

:::
0.5

::::::
(dashed

::::
line),

:
1
:::::
(solid

::::
line).

:::
Red

::::
signs

::::
refer

::
to

::::
snow

:::::::::
parameters,

::::
gray

::::::
indicate

::::
lapse

::::
rates

:::
and

:::
blue

::::::
glacier

:::::::::
parameters.
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Figure 6. Parameter space illustrated for all glacier-related parameters for all generations (grey) and the final generation (red). The shown

NRMSE values refer to the results of annual glacier mass balance simulations. The three blue symbols refer to the individual best solutions

of mass balance, snow cover and (cross-validated) discharge in the last generation.
:::
Best

:::::
hereby

:::::
means

:::
the

:::::
either

::
the

:::::
lowest

:::::::
NRMSE

:::
(for

:::
SC

:
or
::::

MB)
::
or

:::
the

::::::
highest

::::
KGE

:::
(for

::::::::
discharge)

:::::
within

:::
the

::
last

:::::::::
generation.
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Figure 7.
::::::::
Simulation

:::::
results

::
of

:::
the

:::
last

::::::::
generation

::
of

::
the

::::::::::
optimization

:::::::
procedure

:::
for

:::
the

::::::::
cumulative

::::
mass

::::::
balance

:::::::
(Column

::
1),

:::::::
monthly

::::
snow

::::
cover

:::::::
(Column

::
2)

:::
and

:::::
annual

::::
mass

::::::
balance

:::::::
(Column

::
3).

:::::
Each

:::
row

:::::::::
corresponds

::
to

:::
one

::::::
glacier.

:::
Blue

::::::::
represents

:::
the

:::
best

::::::::
evaluation

::
of

:::
the

:::
last

::::::::
generation

::
for

:::
the

::::::::
respective

:::::::
variable,

::::
black

:::::
refers

::
to

::::::::::
observations

:::
and

::::
grey

::::::
shadings

:::::::
indicate

:::
the

::::
range

::
of

:::
all

::::::::
evaluations

::::
part

::
of

:::
the

:::
last

::::::::
generation.

:::
The

::::::
dashed

::::
lines

:::
with

:::
the

::::
Cal.

::::::::
annotation

:::::::
indicates

::
the

::::::::
individual

::::::::
calibration

::::::
phases

::
of

:::
each

:::::
study

::::
area.

:::
The

::::::::
remainder

::
of

::::
each

:::
time

:::::
series

:::
was

::::
used

::
for

::::::::
validation.
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Figure 8.
::::::::
Simulation

:::::
results

:::
for

:::::::::::
cross-validation

::
of
::::::::
discharge

:
in
::
all

::::
four

::::::::
catchments

:::::
based

::
on

::::
mean

:::::
annual

:::::
flows

::::::
(Column

::
1)

:::
and

::::::::::
hydrological

::::::
regimes

:::::::
(Column

:
2)
::
at
:::
the

:::
end

::
of

::
the

::::::::::
optimization.

::::::::::
Hydrological

::::::
regimes

:::
are

:::::::::
represented

::
by

:::
the

::::
mean

::
of

::::
daily

::::
flows

:::
for

::::
each

:::
day

::
of

::
the

::::
year

::::
(from

:::
day

::
1
::
to

::::
366)

::
for

:::
the

::::::
earliest

:::::::
available

::::
slice

::
of

::::::::
validation

:::::
period

:
1
:::::

(solid
:::::
black

:::
line

::::::::
represents

:::::::::
observation;

::::
solid

::::
blue

:::
line

:::
the

::::
best

::::::::
simulation;

:::
see

:::
also

:::::
Table

:
3)
::::

and
::
the

::::
latest

:::::::
available

:::::
period

::
of

::::::::
validation

:::::
period

:
2
::::::
(dashed

::::
black

::::
line

:::::::
represents

::::::::::
observation;

:::::
dashed

::::
blue

:::
line

::
the

::::
best

:::::::::
simulation).

::::
Blue

:::
lines

::::::::::
(simulation)

::::
cover

:::
the

::::
same

:::::
period

::
as

::::
their

::::
black

::::::::::
counterparts.
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Figure 9. Simulation results
::::::::
Cumulative

:::::::::
distribution

::::::
function

::::::
(CDF)

:::
plot

::
of

:::
the

::::::
objective

::::::::
functions for the cross-validation

::::::::::::
single-objective

:::::::::
optimization

:::::
(SOO)

::::
and

:::::::::::
multi-objective

::::::::::
optimization

::::::
(MOO)

:::::
results

:
of

:::
daily

:
discharge in all four catchments for mean

:::
and annual flows

::::
mass

::::::
balance

::
for

:::
the

::::::::
Wolverine

::::::
Glacier.

:
a)
:::
and

::
b)
:::::::
compare

:::
the

::::
MOO

:::::
results

::::
with

:::
the

::::
SOO

::::
model

::::::::
optimized

:::
for

:::::::
discharge.

::
c)

:::
and

::
d)

:::::::
compare

::
the

:::::
MOO

:::::
results

::::
with

::
the

::::
SOO

:::::
model

::::::::
optimized

::
for

::::
mass

:::::::
balance.

:
a)
:::
and

::
c)

::::
show

:::
the

:::::
results

:::
for

::
the

::::::::
optimized

::::::
variable

::
of

::
the

:::::
SOO,

::
b)

:::
and

::
d)

::::
show

:::
how

:::
the

:::::::::::
corresponding

:::::::::::
non-optimized

::::::
variable (Column 1

:::
MB

::
for

::
b) and average flows

:
Q
:::
for

::
d))

:::::::
perform.

:::
The

::::
CDF

:
of each day of the

year
::::

MOO
::::
refer

:
to
:::
the

:::
last

::::::::
generation (Column 2

::::::::
Generation

::
=

:::
100)at

:
,
::::
while the end

::::::
selected

::::
SOO

:::::
results

::::
refer

::
to

:::::::::
generations

:
at
::
a

:::::::
relatively

::::
early

::::
stage of the optimization

::::
close

::
to

:::
the

::::
point

:::::
where

:::::::::
convergence

::
is

::::::
reached. Mean daily flows over

::
In

:::::
detail, the year (from day

::::::
selected

::::::::
generation

::
of

::
the

::::::::
discharge

:::::::
optimized

:::::
model

:::::
refers

:
to 366) are averaged

::::::::
generation

::
40,

:::
and

:::::::::
generation

::
20 for the earliest available slice of

validation period 1 (solid black line represents observation; solid
:::
mass

::::::
balance

::::::::
optimized

:::::
model.

:::::
Black

:::::::
indicates

:::
the

::::
CDF

::::
from

:::
the

:::::
MOO,

::
red

:::
the

:::
one

::::
from

:::
the

:::::::
discharge

:::::
SOO

:::::
model

:::
and blue line the best simulation) (see Tab

::::
mass

::::::
balance

::::
SOO

:::::
model. 3)

:::
The

::::::::
subscripts

::
Q and

the latest available slice
::
MB

:::::::
indicate

:::::::
discharge

:::
and

::::
mass

:::::::
balance,

:::::::::
respectively.

:::
The

::::::
sample

:::
size

::
N of validation period 2 (dashed black line

represents observation; dashed blue line the best simulation)
::::
CDFs

::
is

:::
100

:::::
which

:::::
refers

::
to

::
the

::::::
general

::::::
sample

:::
size

::
in

:::
the

:::::::::
optimization. Blue

lines (simulation) cover
::::::
Results

::::
focus

::
on

:
the same

:::::::
calibration

:
period as indicated for

::
of the corresponding black lines

:::
WG.
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Figure A1.
:::::
Similar

::
to
:::::::::
cumulative

::::
mass

::::::
balance

:::
plot

:::
of

:::
Fig.

:
7
:::

but
::::::::

providing
::
all

::::::::
individual

:::::::
solutions

::
of
:::

the
::::
final

::::::::
generation

::::::
instead

::
of

:::
the

::::
range.

::::
The

::::::
boxplots

::::::
provide

:::
an

::::::
estimate

::
of

:::
the

::::::::
distribution

::
of
:::
the

::::::::
cumulative

::::
mass

::::::
balance

::
at
:::
the

:::
end

::
of

::::::::
simulation

::::::
period.

:::
For

::::::
example

:::
the

::::::
boxplot

::
of

:::
GG

::::::
consists

::
of

:::
the

:::
100

::::::::
individual

::::::::
cumulative

::::
mass

::::::
balance

:::::::
estimates

:::
of

:::
year

:::::
2021.

::::
Blue

:::::
crosses

:::::::
indicate

::
the

::::::
results

::
of

::
the

::::
best

:::::
annual

::::
mass

::::::
balance

:::::::::::
representation

::
in

::
the

::::::::::
optimization

:::
and

:::::
black

::::
circle

:::::::
indicate

::
the

::::
final

:::::::
observed

:::::
value.

::::::
Dashed

:::::
purple

::::
lines

::::
refer

::
to

:::
the

:::
10th

:::
and

::::
90th

:::::::::
percentiles.
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Figure A2. Simulation results for centered specific mean annual discharge.
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Figure A3. Annual glacier hypsometry observations for all four glaciers. Grey indicates each year where data was available while black

represents the first available year and the individual colors the last available year of measurements.
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Figure A4. Observed annual glacier area observations of all glaciers expressed as fraction of initial area. Solid lines represent the earliest

date of overlap between all glaciers and dashed lines represent the dates at which the mass balance measurement start in case it deviates from

the starting point of the solid counterpart
::::
(only

::
the

::::
case

::
for

::::
SCG

:::
and

:::::
LCG).
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Figure A5. Similar to cumulative mass balance plot of
:::
Like

:
Fig. 7

:
9 but providing all individual solutions of the final generation instead

of the range. The boxplots provide an estimate of the distribution of the cumulative mass balance at the end of simulation period. In detail,

for example at the GG the boxplot consists of the 100 individual cumulative mass balance estimates of year 2021. Blue crosses indicate the

results of the best annual mass balance representation in the optimization and black circle indicate the final observed value
::::
snow

::::
cover.
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Table A1. Parameter ranges and median values of all glaciers for the last generation of the optimization. Note: only the glacier parameters

are shown here, which is the main novelty and purpose of the article.

Glacier GLMLTMP GLMFMX GLMFMN ffrze faccu

Min Max Median Min Max Median Min Max Median Min Max Median Min Max Median

GG 0 4.00 0.70 3.50 6.51 4.05 2.50 8.00 5.76 0.001 0.01 0.0092 0.01 0.70 0.09

LCG 1.56 4.62 3.75 3.50 12.00 3.70 2.50 8.00 2.95 0.001 0.01 0.0033 0.01 0.70 0.45

SCG 0 4.00 3.92 3.50 12.00 4.40 2.50 8.00 2.74 0.001 0.01 0.0059 0.01 0.70 0.01

WG 1.88 5.00 4.49 3.50 9.53 7.13 2.50 8.00 3.30 0.001 0.01 0.001 0.01 0.70 0.03
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