The study uses a system dynamics approach aiming to reveal endogenous factors that account for the long-term slow dynamics of a catchment hydrological system. The paper addresses relevant problem within the scope of HESS, the topic is interesting and widely discussed. However, my recommendation is major revision due to several significant issues in the methodology that seem inadequate for addressing the posed research questions. Further justification is also necessary for the conclusions made. Below are my main concerns.

First, I did not find confirmation that the studied basin demonstrates “slow hydrological behaviors.” If I understand correctly, the authors believe that such confirmation is provided by the obtained results of wavelet analysis. I do not think so. Wavelet analysis evaluates the coincidence or difference in the phases of oscillations of various hydrological variables, which can be useful for assessing the cause-and-effect relationships between them as well as for identifying long-term wet-dry periods, as was shown in the paper. But the results presented, in particular the fact of a lag in the response of evapotranspiration to precipitation, do not indicate per se the slow behavior of the system. Such evidence could follow from an analysis of the presence of a long-memory effect in the studied hydrological time series. (Note, that in a paper devoted to the problems of detecting slow hydrological behaviors and the physical mechanisms that control this behavior, it would be appropriate to reference at least the most well-known hydrological publications in this area (e.g., some of them cited by O’Connell et al. (2016)). However, the results of the description of hydrological processes in the studied catchments using standard autoregressive models presented in the paper (Fig. 4) allow us to doubt that these are long-memory processes.

Reply: Thank you for the comment and encouragement. As a complex system, hydrological system comprises multiple hierarchies. Each hierarchy is governed by distinct mechanism and produces fluctuations at certain time scale. At the lowest hierarchy of hydrologic systems, runoff generation is primarily influenced by the interaction between rainfall density and macropores/sinks (Uhlenbrook, 2006; McDonnell, 2013), yielding fluctuations at a scale from hours to days. At a higher hierarchy, runoff generation is controlled by the interaction between soil bound water and vegetation growth, leading to yearly to multi-year hydrological cycles. At an even higher hierarchy, runoff generation is determined by the interaction between climate oscillations and soil water holding capacity, resulting in hydrological cycles at a scale of a decade to multi-decades. As we ascend to higher hierarchy, glacial and geological transformations also dictate runoff patterns, introducing hydrological cycles over centuries. Notably, the time series yielded at each hierarchy can be considered as "long-term" or "slow" compared to its predecessor. This study aims to address hydrological dynamics at multi-year to decadal scales. Our results also showed that the multi-year hydrological cycle can be explained by soil water-vegetation interaction, and the change of soil water holding capacity in different climate phase can improve the simulated hydrological dynamics at decadal scale.
The above discussion will be integrated into Discussion section.


Second, if there is evidence that the dynamics of the system can be interpreted in the desired way, then the use of standard wavelet analysis, which was developed for processes with short memory, is questionable. For such processes, the analysis has to be modified (see, e.g., Percival and Guttorp, 1994; Hsu, 2006).

Reply: Thank you for the comment. As previously discussed, this paper aims to elucidate the driving mechanism of hydrological cycles at multi-year to decadal scales. Wavelet analysis is a commonly used tool to identify these varying cycles. We will change the words of "long"/"short" to specific time scales.

Third, as an alternative that allows one, in contrast to the bucket model, to describe “slow hydrological behaviors,” a simple linear model of annual changes in the components of the water balance of the river basin under study is proposed. In the paper, I was unable to find results demonstrating that such a model has an advantage in describing the slow dynamics of a system, so I see no reason to consider the proposed model a reasonable alternative. The calculation results for ET, Q and TWS (Fig. 6 and Figs. in Suppl. Materials) are poor, i.e. the suggested model not only does not reproduce the desired effects, but also does not meet the performance measures adopted for hydrological models (the values of the coefficient of determination given in the paper confirm my opinion).

Reply: Thank you for the comment. First, despite its simplicity, our model effectively captures the nonlinear hydrological behaviors occurring at multi-year to decadal scales. In essence, our model is a toy model, also known as minimal model or exploratory model. Toy models are used with pride in theoretical physics and many advanced research scopes (Georgescu, 2012). Complex systems usually involve a vast number of interacting elements, however, it is often the case that a small number of factors are quantitatively more significant than the others. Therefore, looking at a highly simplified model that only includes those key factors can provide an excellent starting point for building a more complex model (Luczak, 2017). We refer to this as a toy model. In fact, finding a simple core hiding in a complex system is often among the most creative and insightful advances in science. Playing with toy model can help us understand a complex system in its broadest strokes. By breaking it down and then building it back up, we gain profound insights into the system's essence.

Second, on one hand, since our model primarily focuses on hydrological behaviors occurring at multi-year to decadal scales, it may not accurately represent mechanisms
operating on shorter time scales. Consequently, instantaneous events such as flash floods may not be captured by our model, potentially affecting its overall performance. On the other hand, our model's performance is not significantly inferior compared to large models. Previous studies have evaluated runoff simulation from global climate (GCMs), global hydrological (GHMs) and land surface models (LSMs). Results showed that the GCMs failed in capturing observed runoff with median value of r close to 0, while GHMs and LSMs can capture observed runoff with median value of r higher than 0.6 (r-square values ranging from 0.5-0.6) (Zhou et al., 2012; Hou et al., 2023). Given this, our model (r-square values around 0.3) exhibits comparable performance to large models, while requiring significantly less data and computational time.

The above discussion will be integrated into Discussion section.


Thus, I have to conclude that the title of the paper does not reflect the content of its current version, since it does not provide any evidence that "lack of long-term endogenous feedback accounts for failure of bucket models to replicate slow hydrological behaviors."

Reply: Thank you for the comment. We have changed our title into "Multiple hierarchies, distinct mechanisms: the system dynamics simulation of hydrological behaviors at multi-year to decadal scales".


Specific and technical comments

1. Lines 148-151: This describes the Granger's Causality Test for determining the dependence of X on Y (Y causes or does not cause X), while equation (2) describes the dependence of Y on X. Change either the description on lines 148-151 or equation (2).

   Reply: Thank you for the comment. We have changed the description accordingly.

2. Line 239: If ET Granger-causes S, and ΔS Granger-causes ET, then the question is: what is the cause and what is the effect?

   Reply: Thank you for the comment. According to the theory of causal inference, edges in a causal graph are inherently uni-directed. The presence of a bidirected edge denotes the existence of unobserved common variables, referred to as *confounders* (Pearl, 2009; Morgan and Winship, 2015). Confounders can obscure or blur the "real" causal relationship, thus are regarded as undesirable. In the context of our study, the causal effect of ΔS and ET is "confounded" by soil water. More concisely, soil water serves as a "confounder" in this relationship. To address this, it is advisable to establish subgroups to analyze the causal relationship separately: ET causes ΔS when soil water is abundant, whereas ΔS causes ET when soil water is scarce.


3. Fig. 4: Change "cause" to "causes".

   Reply: Thank you for the comment. We have changed it accordingly.

4. Fig. 4: What does AR(1) mean? First order autoregressive model? What, then, is AR(1,1)? Explanation required.

   Reply: Thank you for the comment. AR (1) means the autoregression model with 1 time step difference. We have clarified it in the figure caption.

5. Fig. 5: It is not clear what results allowed the authors to conclude that reinforcing feedback (1) exists.

   Reply: Thank you for the comment. Taking vegetation growth as reinforcing feedback is from collective prior knowledge including population ecology,
resource competition theory, and so on (Craine and Dybzinski, 2013; Snider and Brimlow, 2013; Lian et al., 2021; Wright and Francia, 2024). This has been explained in Method section.


6. Line 257: Until now, there has been no talk about hysteresis effect. Explanation required.

Reply: Thank you for the comment. This sentence has been deleted.

7. Lines 268-270: It is necessary to expand the description of the solution to equations (3)-(12). In particular, explain how the variables VEG(t), K(t), ESMS are determined (in the equations, the latter is designated as a constant). How are the constants C1, C2, C3, C4 determined?

Reply: Thank you for the comment. The initial values of these parameters are first obtained from literature, then calibrated against observed ET and discharge. Further explanations have been added in Method section.

8. Lines 271-272: The presented results do not confirm the statement that “Simulated Q and ΔS captured both the annual fluctuations and the long-term trends”.

Reply: Thank you for the comment. We modified the sentence with specific time scales added.

9. Fig. 6 and Figs. in Suppl. Materials: The calculation results for ET, Q and TWS are poor. Herewith, good results were obtained for ΔS. Why? I believe that these results are achieved by adjusting the calibration factors and variables. In this case, coefficients C1-C4 have no physical content and can take on any values. For ΔS, this adjustment made it possible to compensate for the poor calculation results of other variables. Please comment.
Reply: Thank you for the comment. As mentioned above, we calibrated our model against observed ET and discharge but not \( \Delta S \). The high accuracy of \( \Delta S \) is achieved due to the slow rate of change in soil water, which is compatible with the time scale we are primarily focusing on. Moreover, the coefficients C1-C4 have physical content. For example, C1 is the proportion of impermeable area in a catchment. We have added the physical contents of these parameters at Method section.

10. Fig. 6: What is ET1, ET2, Q1, Q2, \( \Delta S_1, \Delta S_2 \), TWS1, TWS2? What is TWSA?

Reply: Thank you for the comments. The further explanations has been added in figure caption.

11. Lines 298-302: How were anthropogenic impacts (VEG, GP) set for the future period? How were coefficients C1-C4 set? The same as for the historical period? On what basis, if these are purely empirical coefficients reflecting data for the observation period? Overall, I see no point in using an ineffective hydrological model to estimate the future state of a hydrological system. In addition, these experiments are not relevant to the main content of the paper. I suggest removing them.

Reply: Thank you for the comment. Please refers to the reply to the 9th specific comments. Furthermore, we temporarily set VEG and GP as 0 and fix C1-C4 in the future projection. These parameters may change over time. In this study, however, we only show the simplest model and want to capture the essence of hydrological dynamics at multi-year to decadal scales. In the future work, with more details added in, these parameters can be changeable to get more accurate results.

12. The reasoning in subsection 4.1 is correct in essence but has no relation to the results obtained. The listed physical, chemical, and biological mechanisms influencing changes in soil water retention are not described by the extremely simple model proposed. Therefore, the fact that the desired soil moisture turned out to be higher in the dry phase has nothing to do with these mechanisms but, as I assume, is only an accidental consequence of the calibration procedure.

Reply: Thank you for the comment. Please refers to the reply to the first comment. The slow shift of soil water holding capacity with the change of capillary pores, and its influence on hydrological cycles have been captured by our model due to the improvement of model performance with higher ESMS in the dry phase. The more detailed discussion will be provided in manuscript.

13. Also, the reasoning in subsection 4.2 is not relevant to the results obtained. The previous sections do not show that vegetation changes, "such as tree
growth and mortality, have become significant factors influencing ET over climate". It is not clear what long-term delay in hydrological response the authors are talking about. No results were presented to support the presence of such relationships. The conclusion that “persistent hydrological shifts and especially flow reductions such as those caused by the increasing and enduring multi-year drought can only be described accurately with the system dynamics approach” is not supported by the presented results.

Reply: Thank you for the comment. According to the reply to the first comment, we will reorganize the discussion and focus on the different hierarchies that conventional hydrological models and our model in. We believe our study contributes to the research gap identified by Fowler et al. (2020) on improved understanding of the hydrological dynamics at multi-year to decadal scales.
This paper investigates the factors long-term endogenous feedback soil water-vegetation feedback loop through the system dynamics perspective. It is an interesting topic and is widely concerned. However, there are several problems that need to be revised.

The products of actual evapotranspiration contain much uncertainties. The authors should be very careful with the products and validation of the accuracy in the region is recommended.

Reply: Thank you for the comment. Due to the absence of ET observations during study period, we resorted to three alternative ET products - NTSG (Numerical Terra-dynamic Simulation Group), CR (Complementary-Relationship-based modeling), and PEW (Proportionality hypothesis-based surface Energy-Water balance model) - for cross-validation with ETWatch (as depicted in the figure below). These products employ distinct algorithms, namely Penman-Monteith for NTSG (Zhang et al., 2009a,b), Complementary-relationship for CR (Ma et al., 2019a,b), and Priestley-Taylor for PEW (Fu et al., 2022a,b). Despite their algorithmic difference, they exhibit common characteristics in long-term data.

Firstly, all the products successfully capture the annual ET fluctuations. Secondly, in terms of long-term trends, all products indicate a decline in ET in the end of 1990s and the beginning of 2000s. While the ET of NTSG and ETWatch shows an upward trend thereafter, however, the ET of CR and PEW continues to decrease in the study period. Thirdly, the magnitude of ET fluctuations is comparable among all the four products, being more pronounced during the wet phase and less so during the dry phase.

Given these observations, we conclude that the ETWatch product demonstrates reliable values and the most distinguishable fluctuations among the four ET products, thus standing out as a reliable choice for ET estimation.

The above paragraph has been added in Method section.


There is a hydrological model adopted. How the parameters are determined, including VEG and GP? Why the model is adopted? To my knowledge, process-based hydrological model is rarely used at annual scale.

Reply: Thank you for the comment. Firstly, the vegetation parameter can be approximated by referencing relevant literature (Hu et al., 2019; Yuan et al., 2019) and analyzing NDVI data. Both sources indicate a linear upward trend during the majority of the study period, as depicted in the figure below. However, given the inaccessibility of groundwater pumpage data for the study area and time frame, we have resorted to estimate it based on existing literature. In the North China Plain,
Previous studies have observed an exponential increase in the rate of groundwater depletion or the decline in water table height during the study period (Gong et al., 2018; Lancia et al., 2022; Huang et al., 2023). These approximations have successfully enhanced the model's overall performance.

These explanations will be added in method section and supplementary file.

Second, different from conventional hydrological models, our model is a system dynamics model which primarily emphasizes the interplay between system components. In system dynamics models, the choice of time step is dictated by how the state variables update over time according to your purpose, rather than the infinitesimal time intervals used in traditional numerical models (Naugle et al., 2024). Selecting an appropriate time step is crucial for yielding an acceptable approximation of system dynamics for a given purpose.

This study aims to capture and elucidate hydrological dynamics at a long-term scale. A previous study showed that a clayey-soil catchment tends to exhibit higher flow in the short term but less discharge in the long term than its sandstone counterpart (Xiao et al., 2019). Here, "short-term" refers to time scale of hours to days, while "long-term" refers to annual time scale. This observation aligns with other studies indicating that the mean travel time of a non-groundwater-dominant catchment is around one year or slightly longer (Sterte et al., 2021).

These findings prove that catchment soil water stock typically updates at an annual step, and highlight the distinct mechanisms underlying the short-term and long-term hydrological behaviors. Short-term hydrological processes primarily involve the interaction between rainfall density and sink-filling/macropore flow (McDonnell et al., 2021), making soil properties, particularly the non-capillary pores in the top layer, the predominant and direct influencing factor. Conversely, long-term hydrological
processes are predominantly determined by the difference between current soil water content and soil water holding capacity, thus emphasizing the significance of soil capillary pores in the deep layer. Water stored in capillary pores is defined as "bound water" and is primarily utilized by vegetation (Good et al., 2015), further strengthening the link between vegetation and long-term hydrological behaviors. As the soil structural characteristics change slowly, it is permissible to disregard such changes in short-term simulation. However, these changes become discernible in the long term, thereby necessitating the consideration of alterations in soil structural characteristics.

Please also see the reply to reviewer 2. The above statements have been added in Discussion section.


The desired (expected) soil moisture stock ESMS is key parameter in the hydrological model. The meaning of ESMS need to be further explained. The discussion in Section 4.1 seems too general.

Reply: Thank you for the comment. The ESMS represents the soil water holding capacity with value ranging from wilting point to field capacity. An accurate estimation of ESMS is crucial for gaining insights into long-term hydrological behaviors. However, ESMS estimation remains a significant challenge in hydrology, primarily due to the complexity of measuring the total volume of soil capillary pores across an entire catchment. The measurement is difficult using the "bottom-up" method as underground characteristics, such as soil depth and soil porosity, exhibit high heterogeneity and are not readily observable. Moreover, such measurements are often labour-intensive, constrained by space and depth limitations. In our study area, soil characteristics are sparsely observed (Fu et al., 2021), and the results obtained from limited soil samples have a strong bias against the plausible distribution. Furthermore, soil structural characteristics undergo gradual changes over time due to the intricate interplay of soil physical, chemical and biological components. Often, the measurement scales are significantly smaller than the scales relevant to changes in soil structural characteristics.

To address these challenges, this study introduces a "top-down" methodology for estimating ESMS, grounded in system dynamics principles. Following the exogenous interventions, a dynamical system evolves over time, with its trajectories repeatedly passing through a fixed point or multiple points called "attractor" (Rickles et al., 2007). In this context, ESMS can be considered as "attractor" of the hydrological system, which can be inferred from the trajectories of hydrological system dynamics. Previous studies have also suggested that vegetation metrics, such Gross Primary Productivity (GPP), Leaf Area Index (LAI), can serve as surrogates for soil structure modifications and soil hydraulic properties (Jha et al., 2023). Although vegetation is still considered as exogenous driver in that framework, they highlight the intricate interactions among vegetation, soil structure, and soil moisture.

The above discussion will be integrated into Discussion section.


Fig 4. What’s the meaning of model Z. Could the causal relationship be used to generate better hydrological series compared the the process-based hydrological model?

Reply: Thank you for the comment. Model Z is actually the autoregressive model in Granger's Causality Test and the y-axis is the predicted values from the model. We have revised the code-auto-produced label and changed "model Z" to the name of predicted variables.

Future dynamics of hydrological systems under three climatic scenarios are shown in Fig 7. But could not catch what the key points the author wanted to address.

Reply: Thank you for the comment. The figure has been updated to a new version that contrasts our results with CMIP6 results (as illustrated below). It encompasses monthly total runoff ("mrro" in CMIP6) and evapotranspiration ("evspsblsoil" and "evspsblveg" in CMIP6), stemming from three scenarios (SSP126, SSP245, and SSP585) within four Global Climate Models (ACCESS-CM2, CNRM-ESM2, EC-Earth3, and GFDL-CM4). These data were retrieved from the CMIP6 (the phase 6 of the Coupled Model Intercomparison Project) website (https://esgf-node.llnl.gov/search/cmip6/), coving the time span from 2015 to 2100. Notably, the GFDL-CM4 model lacks the SSP126 experiment, and the ACCESS-CM2 model lacks the "evspsblveg" variable.

The spatial resolution varies, with 250 km for ACCESS-CM2 and CNRM-ESM2 models, and 100 km for EC-Earth2 and GFDL-CM4 models. The values pertaining to the study area were extracted from specific grid cells. For ACCESS-CM2 (CNRM-ESM2), the grid value at the 62nd (83rd) row and 104th (93rd) column, corresponding to longitudes of 115.3125° (115.3125°) and latitudes of 39.375° (39.9218°), were used. Similarly, for EC-Earth3 (GFDL-CM4), the grid values at the 164th (92nd) and 165th (93rd) rows, and the 185th (130th) column, corresponding to longitudes of 114.6094° (114.375°) and 115.3125° (115.625°), and latitudes of 39.649° (39.5°), were utilized.
The unit of kg m$^{-2}$ s$^{-1}$ was converted to mm month$^{-1}$ by multiplying it with 86400 seconds and 30 day. Subsequently, annual values were calculated by summing the monthly values. The average precipitation from different SSP scenarios was then employed to drive system dynamics (SD) model, generating runoff and evapotranspiration estimates.

In term of evapotranspiration (ET), SD model aptly captures its primary behavioral patterns: a decline in the 2040s and 2070s, followed by an increase in the 2060s and 2090s. Notably, the R-squared value between SD model and GCMs for ET is relatively higher for the SSP585 experiment, specifically 0.48 for ACCESS-CM2, 0.15 for CNRM-ESM2, 0.41 for EC-Earth2, and 0.04 for GFDL-CM4. However, for other two experiments, the R-squared values are relatively poor.

Regarding runoff, the SD simulations indicate an increasing trend, whereas the GCMs do not exhibit any discernible trend. The R-squared values between SD and GCMs for runoff are poor across all experiments. These findings further emphasize that process-based models, while adept at capturing short-term fluctuations, may be inadequate in simulating long-term hydrological behaviors.

A general description of the hydrological properties of the catchments is needed.
Reply: Thank you for the comment. The vegetation information has been described in the manuscript, soil properties are added to further illustrate the hydrological properties. "Rainfall is the main source of discharge in the study area (Fu et al., 2024). The soil of Taihang Mountains are primarily developed from granite, gneiss, limestone, and sandstone. Cambisols and luvisols constitute the dominant soil types, accounting for 46.86% and 15.46% of the total area, respectively (Fu et al., 2021). These soil types all have high content of sand gradation, approximately 50%, followed by silt. Clay comprises the smallest proportion of the soil content, at approximately 20% (Yang and Cao, 2021)."


The use of "bucket models" in the title seems inappropriate.

Reply: Thank you for the comment. We have changed the title into "Multiple hierarchies, distinct mechanisms: the system dynamics simulation of hydrological behaviors at multi-year to decadal scales". Please see the first reply to reviewer 2 for the change.

Line 116. Using $\Delta S$ to indicate water budget seems not suitable.

Reply: Thank you for the comment. We will replace all "$\Delta S$" using "water budget".

Lines 208-211. It is inappropriate to put the discussion there.

Reply: Thank you for the comment. This paragraph will be moved to supplementary materials.

Lines 210-214. The brief description of hydrological characteristics of the wet and dry phase is suggested. Why the wet-dry phase be determined by wavelet coefficient instead of annual precipitation or aridity index?

Reply: Thank you for the comment. To distinguish between wet and dry phase, a comprehensive analysis was undertaken, encompassing wavelet analysis, trend analysis of precipitation and runoff (as figures below), and a literature review about
climate and runoff patterns. Results revealed that precipitation did not exhibit a significant trend, whereas runoff showed a significant decreasing trend during the study period, with a tipping point around 2000, aligning with previous studies. The literature review highlighted that the PDO index, which is closely associated with summer rainfall in East China, underwent a shift from positive to negative phase at the end of 1990s. Furthermore, wavelet analysis indicated a reduction in the magnitude of fluctuations in wavelet coefficients for all 4 variables after 2000. Based on this collective evidence, it was determined that the hydrological system has transitioned from wet phase to dry phase in 2000.

This description will be added in Method section and figures will be added in supplementary document.

MK trend analysis for precipitation
MK trend analysis for runoff

Fig 2. Subtitle of the figure needs to be labelled and also for other figures.

Reply: Thank you for the comment. We labelled the figure subtitle.

Fig 5. What’s the meaning of the three sub-figures for Fig 5(a).

Reply: Thank you for the comment. The three sub-figures of Fig 5(a) is a step-by-step process to derive causal structure of hydrological system. More explanations will be added in Figure caption.

Lines 327-328. Penman-Monteith model is used for calculating the potential ET instead of actual ET.

Reply: Thank you for the comment. Reviewing the derivation of the Penman-Monteith (PM) equation is instrumental in understanding how it functions. Initially, Penman integrated the surface energy balance equation with the aerodynamic equation to formulate the Penman equation for estimating evaporation (Dolman et al., 2014). Later, Monteith improved on the Penman equation by incorporating a surface resistance term and a more rigorous term for aerodynamic transfer (Allen, 2005). Therefore, the PM equation originally allowed the direct estimation of evaporation from unsaturated surface by utilizing actual thermodynamics parameters. Subsequently, the FAO56 modified PM equation, transitioning from a one-step approach to the two-step $K_c$-$ET_0$ approach, thereby enhancing its global applicability.


Line 331. What's the specific of instantaneous scale?

Reply: Thank you for the comment. The instantaneous scale refers to the scale shorter than one hour. The explanation will be integrated into the reply to the second comment, and the scale issue will be discussed comprehensively.
This study seeks to look at the problem of "slow hydrological behaviours" via a different lens, namely that of system dynamics. I certainly agree that this is a pressing problem that needs some fresh thinking, since many current "bucket" models do a poor job at simulating such behaviours. The system dynamics approach may be relevant here, but I'm concerned that there are multiple serious issues with the implementation here, as follows.

- **Missing processes, and conceptual confusion, regarding evapotranspiration.** The authors don't seem to be taking into account the concept of evaporative demand - that is, they are neglecting the fact that the actual ET is a function of two things: (1) how hot and dry the near-surface atmosphere is, as captured in the concept of Potential Evapotranspiration (PET); and (2) the subsurface water availability, eg. in soil moisture. (1) seems to be missing so let's focus on that. At line 177 it says "while traditional hydrological models usually use physical process-based models such as the Penman or the Thornthwaite models to calculate ET...". [NB: By "ET", I believe the authors here mean actual evapotranspiration (AET), because this is how they have used that acronym throughout the manuscript - which is part of the confusion.] Anyway, no, that is not what "traditional" models do - typically, methods such as Penman are used to estimate PET, not AET; such methods produce a PET timeseries which becomes an *input* to the modelling processes. In other words, whereas the modelling here seems to use only one input, precipitation, traditional modelling uses two, precipitation and PET. So the present method seems to be neglecting the reality that a hotter drier atmosphere can result in a greater proportion of precipitation being lost to AET, all else being equal. I presume the same framework could be altered to add this additional driving variable, but I'm unsure. In any case, the modelling is subsequently applied to a climate change scenario which invariably means a hotter (if not drier) world, and yet the modelling seemingly cannot account for one of the most basic elements of the climate change signal (ie. rising temperatures)—this is unacceptable. I note that I may have misunderstood something here so I'd be happy to be corrected by the authors.

Reply: Thank you for the comment. First, our model is developed specifically for our study area, characterized by a semi-arid climate with limited water resources. In such regions, energy (temperature and light) is typically abundant and does not constrain vegetation growth or actual evapotranspiration (AET). Despite the higher evaporative demand resulting from hotter and drier atmospheric conditions, lack of water will hinder the increase in AET by drying out the soil surface, weakening the vegetation, or even causing vegetation death to decrease AET. Therefore the energy factors such as temperature and light are omitted in our model as our model aims to capture the most critical mechanism in our study area (Please see the reply to reviewer 2). The success of our model in replicating nonlinear hydrological dynamics proves that the core factors has been identified. Nevertheless, for regions with energy limitation, such as high latitudes and tropic regions, energy factors could serve as the primary factors.
Then the soil water-vegetation interaction can be modified into the interaction between temperature/light and vegetation.

Additionally, the Penman-Monteith equation was originally developed to estimate AET when actual thermodynamic parameters are used. Please refer to our response to reviewer 1 for more details.

Second, the subsurface water availability is one of core factors in our model, which implicitly included in our time scales. Please see the replies to reviewer 1 and 2 for detailed description.

We apologize for any lack of clarity in explaining the background and context of our work. The above discussion will be integrated into Discussion section.

- **The chosen approach induces memory that is too long for some system components.** The calculation of key fluxes (AET, Q, recharge) depends upon the discrepancy, DISC, between soil moisture and the assumed ideal or "expected" soil moisture storage. The trouble is that since the equations are being solved at a yearly timestep, this means the AET, Q and recharge don't respond to a high rainfall value until the year after it happens. Basic common sense would seem to ward against this - ie. the flood doesn't come the year after the rainstorm. I wonder if this could be solved if the same approach were used on a shorter time step and/or if the equations were solved in such a way that the equations took account of forcing fluxes from the same timestep than the one being solved.

Reply: Thank you for the comment. Please refer to the first reply to reviewer 2. Hydrological system comprises multiple hierarchies, with each hierarchy characterized by a distinct primary driving mechanism that generates time series fluctuating at different time scales. Our study focus on hydrological dynamics occurring at multi-year to decadal scales. Specifically, the interaction between soil bound water and vegetation growth is dominant at the multi-year scale, whereas the interaction between climate oscillation and soil water holding capacity is dominant at the decadal scale. In addition, our model, albeit the minimal structure in design, serves as a conceptual framework to elucidate the fundamental hydrological dynamics at multi-year to decadal scales. We believe that in the future, as our model evolves to incorporate more intricate details, additional mechanisms and factors will emerge to enhance our understanding of hydrological dynamics across the various hierarchies.

- **The conceptualisation is seemingly ill-suited in the case of streamflow.** The observed peaks in streamflow are absent, associated with severely underestimated streamflow variability. The streamflow is calculated as the aforementioned discrepancy in soil moisture multiplied by a calibratable parameter. Since soil moisture is a state variable that is only allowed to vary on annual timesteps, it is rather slow moving, not episodic, and this property is then translated to streamflow dynamics as well.
Reply: Thank you for the comment. Please see the reply to previous comment and reviewer 2. You precisely capture the key point in our model and we will discuss it in the discussion section.

MINOR COMMENTS:

Line 109: I suggest that "AET" is used instead of "ET" throughout - this will minimise confusion with PET

Reply: Thank you for the comment. All the "ET" has changed to "AET" according to the comment.

117: It would be good to discuss the uncertainty of information being used here, particularly remotely sensed AET. Given the uncertainty in the RS AET, it's ill advised to calculate change in S by subtracting RS AET from precip (for an example of how a study accounted for this uncertainty by water-balance-based factoring, see here: https://doi.org/10.1029/2022WR033538).

Reply: Thank you for the comment. Please refers to the reply to reviewer 1. We have downloaded three additional AET products and compared them with the ETWatch product. The four AET products are produced using different algorithm. Generally, they are equivalent in values but do show uncertainties in fluctuations and trends. Among them, the ETWatch product stands out for displaying the most prominent fluctuations. This comparison will be added in Method section.

136: Many readers will not have a background in the concepts and/or methods used. Please explain the concept of a mother wavelet.

Reply: Thank you for the comment. More explanation about mother wavelet has been added in Method section as below:

\[ \Psi(t) \] is known as mother wavelet because it can generate child wavelets by dilation and translation. Function is then processed with these child wavelets to yield wavelet coefficient (Sayood, 2012).


In general, much of the language used anthropomorphises the system, such as saying it has a "goal" ("[balancing feedback loops are] aiming for stability"). Also, where it is said that it "desires" a certain soil moisture.
Reply: Thank you for the comment. The "desired" is used in system dynamics due to it is often used to simulate economic dynamics. For a balancing feedback loop, its "goal" is to keep system stable by approaching the "desired" value.

196: Better to call it "precipitation input" rather than "precipitation inflow" as the latter is too close to language used for streamflow. Likewise the other "outflows" would be better as "outputs".

Reply: Thank you for the comment. The "inflow" and "outflow" are typically used in system dynamics and correspond to "stock". We think that the nonlinear dynamics can be better implicitly represented by these terms.

200: "Correction coefficients" makes it sound like something is incorrect. Perhaps "coefficients that determine the rapidity with which the system self-corrects after a disturbance" or "responds after a disturbance"

Reply: Thank you for the comment. We have changed the blurred description into clearer one according to this suggestion.

215: This is method and needs to be moved to the methods section.

Reply: Thank you for the comment. This sentence has been moved to method section accordingly.

Figure 2. The choice of colour is confusing - Greens and blues are typically reserved for fluxes like precip and streamflow, while reds and yellows for ET. So, swap colour of P and ET.

Reply: Thank you for the comment. The figure has been revised as this suggestion as below.
252 onwards: There needs to be a subsection in the methods section that explains the broad logic of doing this (even though it won't yet be possible to be specific since the results are yet to be presented). That is, you need to say that you build the model based on the causal links seen in separate analysis.

Reply: Thank you for the comment. Indeed, the wavelet analysis, causal inference, and system dynamics all provide a distinctive perspective for us to understand hydrological system. However, it is important to note that they operate in parallel rather than forming a causal chain. For example, the concept of feedback in system dynamics does not find its counterpart in the other approaches. We will incorporate an additional subsection in method section to elucidate their mutual relationship among these methods.

264: the remotely-sensed vegetation indices are discussed as if the authors are unaware that remotely-sensed AET is itself calculated from one of these indices (eg. NDVI)

Reply: Thank you for the comment. The sentence has been revised into "Remote-sensing-based vegetation index is necessary for AET estimation, however, the prediction for future AET becomes impossible because the future vegetation data cannot be obtained."

301-02: No, that's not the way to interpret GCM sequences because, although it is hoped that their climate sequences are realistic overall (ie. have similar statistics to reality for the sequence pre-2024), the exact timing of dry periods and wet periods is decoupled from reality; ie. the simulated sequence is purely synthetic (thus, the
droughts that appear in the pre-2024 simulated sequence are not timed with historic droughts).

Reply: Thank you for the comment. Please see the reply to reviewer 1. Figure 7 has changed into a comparative analysis of the results between our model and 4 Global Climate Models (GCMs). This comparison reveals both consistencies and inconsistencies. Interestingly, the projected runoff by GCMs does not show long-term trend, while our model predicts a gradual increase in runoff in the future.

Figure 6: the bottom right hand panel is cheating a bit: while it's ok to shift the lines vertically to emphasise the match, the rate of change per unit length should be identical. In other words, since the axis range on the right is 2000 (ie. simulated TWSA has maximum 2000, minimum 0), the other axis (for observed TWSA) should have a range of 2000 also (ie. perhaps -500 to +1500). The current arrangement artificially inflates the apparent match.

Reply: Thank you for the comment. The left axis represents the anomaly of total water storage, while the right axis represents the absolute total water storage. While the simulated value of total water storage is dependent on its initial value, the fluctuations of this value are independent of its initial setting. Therefore, this comparison is intended to demonstrate that our model effectively captures the dynamic changes in total water storage.