
 
 

COMMENTS FROM Prof. Peter K. Kitanidis 

1. General Comments 

The authors are to be commended for their efforts to provide a platform to 

evaluate and compare inverse methods in Hydrogeology. A challenging job, to say the 

least. I liked the paper, which I found interesting and stimulating, but my comments 

will emphasize my concerns or points I would like to see better clarified. 

It seems that the authors’ approach is to provide some “benchmarking scenarios” 

then evaluate methods by comparing them with reference solutions. The term 

reference solution is first mentioned without explanation in the abstract. My first 

impression was that a reference solution is the ground truth, meaning the true or 

correct answer. It was later made clear that the term referred to a presumably best 

possible solution. (That’s my interpretation. It would help immensely if the authors 

could explain the meaning right at the beginning.) However, one may wonder whether 

the reference solutions are best. Even 20000 samples from the posterior, which could 

be correlated, may not completely explore the probability space of the highly 

multivariate distribution. As a consequence, I find that some of the comparison 

metrics may be an overkill.  

Thank you so much for your valuable comments. The reference solutions are the 

best possible solutions with best estimate and posterior standard deviation (as 

mentioned in lines 443-444 of the original version of the manuscript). We have 

now included an explanation of the reference solutions in the abstract (lines 6-9). 

“However, in past studies until now, comparisons were made among 

approximate methods without firm reference solutions. Note that the 

reference solutions are the best possible solutions with best estimate, and 

posterior standard deviation and so forth.” 

The 20000 samples are thinned out from 800000 posterior samples. They could 

still be correlated. However, the Potential scale reduction factor (PSRF) and 

posterior trace inspection have shown good exploration of the posterior samples. 

I am concerned that the methodology will benchmark only part of the solution of 

an inverse problem, which is much more than the algorithm to apply Bayes’ theorem. 

I will explain what I mean in the next three paragraphs. 

For me, an “inverse problem” is a problem in which the forward map and the data 

do not suffice to give a unique answer. Thus, using prior information (or regularization, 

structural information, or whatever else one may call it) is essential. I applaud the 

authors’ emphasis on the Bayesian approach. Inverse modeling is a data science 

problem with all the consequences. 

The first consequence is that inverse modeling is an iterative process in which 

data, other information, and the modeling objectives are considered; an approach is 



 
 

proposed, hyperparameters estimated, and the overall method is tested; then parts or 

all are modified; and so on, until convergence. This aspect is seldom discussed in 

published papers, which promote the illusion of a one- way (noniterative) workflow: 

Put the data, then the forward map, run, and get results. The idea of having a one-way 

(noniterative) workflow is appealing but dangerous. How can one know what 

formulation to use unless one tries several? In the approach proposed in this paper, 

this aspect of inverse modeling is not considered or benchmarked. 

Yes, inverse modeling is an iterative process. We have duly considered and 

implemented the iterative process mentioned in our work, which has sparked 

numerous discussions. However, due to spatial constraints and the need to 

maintain topic coherence, it is challenging to comprehensively explore all facets in 

a single paper. Therefore, as stated in our paper (e.g., lines 125-129), “we cordially 

welcome the scientific community to apply these benchmarking scenarios and 

reference solutions and evaluate their candidate inverse modeling methods in a 

multi-objective manner that will fairly and transparently reveal trade-offs 

between computational intensity, achievable accuracy, (non-)intrusiveness to 

forward simulation codes, robustness against non-linearities and limits of 

applicability posed by more or less restrictive assumptions.” 

Notably, hyperparameter estimation has been thoroughly conducted and 

published in our previous work (Xiao et al., 2021), as also referenced in lines 487-

489." 

“The algorithm for pCN-PT is provided in the appendix, and full details can be 

found in Xu et al. (2020). Possible extensions for multi-facies aquifers with 

internal (Gaussian) heterogeneity or to cases with uncertain covariance 

parameters exist (e.g., Xiao et al., 2021).” 

 

“Xiao, S., Xu, T., Reuschen, S., Nowak, W., and Hendricks Franssen, H.-J.: 

Bayesian Inversion of Multi-Gaussian Log-Conductivity Fields With Uncertain 

Hyperparameters: An Extension of Preconditioned Crank-Nicolson Markov 

Chain Monte Carlo With Parallel Tempering, Water Resources Research, 57, 

e2021WR030 313, 2021.” 

Bayesian methods are very powerful but also tricky. There are reasons why a great 

scientist like R. A. Fisher was a lifelong critic. Bayesian methods have come a long way 

since Fisher criticized them, though not every scientist or engineer who applies them 

is aware of the advances. Many still think of Bayesian inference as one where Bayes 

theorem is used and nothing else. Furthermore, that prior information is “subjective” 

and “preordained” or somehow given, while the accuracy with which to reproduce the 

data is known beforehand. These are fallacies that I mention because they make the 

task of evaluating and benchmarking inverse-problem methods so much more 

challenging. My concern is that this paper is not helpful in dispelling these common 

misconceptions. 



 
 

We agree. Prior information possesses a certain degree of subjectivity. The efficacy 

of the a priori would directly impact the accuracy and reliability of the estimation 

outcomes. This paper truly has not discussed this part, since it is beyond the scope 

of the paper. This is acknowledged now on lines 95-96: 

“(prior information inherently contains a certain degree of subjectivity, and 

its effectiveness directly influences the accuracy and reliability of estimation 

outcomes)”  

Turning my attention to benchmarking metrics, one general comment is that they 

are numerous, but all are what I call “point-centric” or “pixel-centic”. In other words, 

they focus on the accuracy or errors at the smallest discretization scale. Consider the 

following: 

1. The quantities we deal with in Hydrogeology, like the log-conductivity, have 

support volumes. It is understood that different models and applications may 

require parameters with different support volumes. 

2. Computing the estimation variance at the finest scale is fraught with dif- 

ficulties as it depends solely on the behavior near the origin of the chosen 

covariance function. For example, consider the difference between an 

exponential versus a Gaussian covariance. They result in very different 

computed variances of point estimates. Because small-scale variability is in 

the nullspace of the forward map, the assumed covariance dominates, while 

the assumed covariance has much less effect on computing large-scale 

estimates and variances of estimation. 

3. In my experience, practitioners are not interested in the complete a pos- 

teriori pdf of, say, the log-conductivity because it is understood that not only 

is it hard to compute, but it also relies on many assumptions whose 

usefulness can go only so far. Instead, the question they ask is “What scales 

of variability are resolved?” 

In my view, when it comes to inverse problems, one must consider “scale- centric” 

accuracy benchmarks, such as the accuracy of discrete cosine transform (DCT) 

coefficients. The DCT is an excellent tool for evaluating what scales are resolved. For 

example, we can evaluate whether the correct average is computed or variability at 

scales larger than 100 meter is resolved. 

It is good to find a role for conditional simulations, meaning samples from the a 

posteriori distribution. I increasingly find conditional realizations, which reveal the 

scales at which there is uncertainty, much more useful than MSE or confidence 

intervals. 

Thanks for these comments. We tend to agree with the notion that local estimates 

of posterior variance are very sensitive to the adopted covariance function and less 

used in practice as their estimates might be quite uncertain, for example, because 

systematic model errors are difficult to characterize and would contribute a lot to 

total uncertainty. We also agree with the fact that the resolved scales of variability 

are important for the practitioner. However, these points are mostly beyond the 

scope of this paper. Inverse methods that are applied on the benchmarking cases 



 
 

could also focus on the reproduction of scale dependent variability. It would be 

helpful then that benchmark solutions are calculated at a high spatial 

discretization but given the compute intensity of those calculations this is still very 

challenging. We acknowledge this limitation in the manuscript in lines 700-705: 

“It would also be interesting to evaluate the resolved scales of variability. The 

evaluation of inverse methods that are applied to the benchmarking cases 

could also consider the reproduction of scale-dependent variability, using for 

example scale centric accuracy benchmarks such as discrete cosine transform 

coefficients. It would be helpful then that benchmark solutions are calculated 

at a high spatial discretization and for more complex subsurface spatial 

patterns but this was beyond the scope of this work, but certainly an 

interesting future endeavor.”  

My final comments are related to using the Gaussian distribution to generate log-

conductivity fields and data. Some may consider that this invalidates the results 

because the model used in the inversion is the same as the “true model”. I am coming 

to this issue from a different angle. The Gaussian model cleverly deployed has been 

successful in Hydrogeology, River Bathymetry, and Face Recognition, but this does not 

mean that the true unknown is somehow Gaussian. The strength of Gaussian models 

(with variable transformations) is their versatility and robustness, regardless of the 

unknowns. I remember that George E. P. Box’s, a pioneer of modern Bayesianism, gave 

us the memorable aphorism that “All models are wrong, but some are useful.” I teach 

my students that modeling assumptions may be appropriate and useful up to a point. 

Stochastic methods in inverse modeling can easily get out of hand and ignore the 

basic premise that inverse modeling means estimation with limited information and 

consequently should have limited objectives. For example, we can determine a mean 

value or a variance of certain unknown components, but we cannot estimate 

everything. Just because one can compute something does not suggest that one 

should! And just because a modeling assumption is useful for some purposes does not 

mean it is useful for all purposes! I question estimating something that relies critically 

on assumptions that cannot be verified, such as the complete distribution at the 

smallest scale. 

The preoccupation with complete distributions is a legacy of classical (fre- 

quentist) methods and has no place in inverse modeling with Bayesian methods. In 

Bayesian methods, the unknowns have distributions that represent a state of 

knowledge, not the true distribution of the unknown. 

With these thoughts in mind, I find criteria such as the K-S distance an overkill. 

Also, I would suggest including cases not generated by Gaussian distributions. 

Thanks for your suggestion. We consider the K-S distance to be valuable, since KS 

distance at each node can give a more comprehensive comparison between the 

candidate and the reference. For a reference that may not be the "best", the 

averaged KS could provide a more meaningful comparison. As evidenced by the 

averaged K-S distances presented in Tables 5-6 for the EnKF with ensemble sizes of 

1000 and 100, we observe that the K-S distance for the EnKF with an ensemble size 



 
 

of 1000 is smaller than that for the EnKF with an ensemble size of 100, indicating 

a closer resemblance to the reference. 

We chose to use multi-Gaussian distribution in our work because the EnKF, QLGA, 

Sequential Estimator, Pilot Points Method and pCN-PT are designed to handle 

Gaussian problems. In our future work, we will explore non-Gaussian scenarios 

and compare different inverse modeling methods suited for non-Gaussian 

problems. This will not only require different benchmarking scenarios, but also 

different reference algorithms, and will attract a different type of inversion 

candidate algorithms for benchmarking. 

2 Specific Comments 

I take issue with the statement that the objective is to learn about the param- 

eters “by matching” (line 142). I would rephrase with the perhaps loftier “by 

assimilating information in the hard and other data (or the prior)”. Too much emphasis 

on data matching is wrong. Many parameter sets can match data, yet they can be poor 

estimates. One of the key questions in solving an inverse problem is how closely to 

match the data. 

Rephrased as suggested in lines 147-148. 

“The purpose of groundwater model inversion is to calibrate this model, i.e. to 

learn about θ by assimilating information in the hard and other data (or the 

prior)” 

Add “and uniform variance” (line 161). 

Added as suggested. 

I am unsure if the readers understand “best estimate and its variance” (line 

174) since they have not been defined. 

“best estimate and its variance” correspond to the posterior mean and the 

posterior variance, respectively, which is rephrased in the paper in line 179. 

“The posterior mean and its posterior variance are” 

I am not excited about the normalization (line 184). The no-error case is defined 

as full agreement with the presented reference case. However, both the candidate and 

the reference solution must have some error, particularly at the point scale. The 

criterion will be too dependent on the small-scale errors that are of limited interest 

and too dependent on assumptions. 

Specifically for estimating log-conductivity, mean square and mean absolute 

errors are dimensionless numbers that, in my view, hardly need normalization. 

We acknowledge your suggestion; however, as stated in lines 189-190, our 

normalization process aims to achieve easily interpretable visual diagnostics 

across multiple metrics by ensuring that all metrics are scaled within the range of 



 
 

[0,1]. However, we agree that for some specific metrics or application 

environments where normalization may not be appropriate they should remain 

unnormalized. It has been emphasized in lines 191-192: 

“although there are specific metrics or application environments where 

normalization may not be appropriate and should remain unnormalized.” 

I would suggest “hydraulic head or pressure, as appropriate” (Line 226). 

Corrected as suggested. 

The normalization through a sigmoid (Eq. 3) is interesting. I have no experience 

with it, but I suspect it will result in bunching together the bad solutions near the 

highest value, 1. 

The nonlinear transformation is visualized below. For very bad solutions with 

𝑀𝐸𝑇𝑅𝐼𝐶 ≫ 1 , the transformed metric 𝑀𝐸𝑇𝑅𝐼𝐶∗  will be close to 1. This will 

result in bunching together very bad solutions. But in this case, it tells us these 

solutions are very bad (even much worse than the prior). And it doesn’t make too 

much sense to have a clear comparison between very bad solutions. 

 
Is there a mathematical guarantee that the metrics of Eq. 5 or 8 will not exceed 

1? 

Eq. 5 and 8 could exceed 1, which means the solution is worse than the prior. After 

the nonlinear transformation, it will be less than 1.  

It remains to be seen whether the K-S distance at each node is useful. My first 

reaction is that it is an overkill. I am unsure how this will be applied and, most 

importantly, is it really important? 

We consider the K-S distance to be valuable, since the KS distance at each node 

can give a more comprehensive comparison between the candidate and the 

reference. For a reference that may not be the "best", the averaged KS could 

provide a more meaningful comparison. As evidenced by the averaged K-S 

distances presented in Tables 5-6 for the EnKF with ensemble sizes of 1000 and 100, 

we observe that the K-S distance for the EnKF with an ensemble size of 1000 is 

smaller than that for the EnKF with an ensemble size of 100, indicating a closer 

resemblance to the reference. 

Regarding Eq. 12, is the symbol E supposed to mean numerical average? 



 
 

The symbol E on the right-hand side of Eq. 12 denotes the mathematical 

expectation, whereas the subscript E in DE represents energy.   

Also, I do not know what DE signifies. 

As stated in line 294, DE denotes energy distance. 

Regarding the number of forward-map calls and using Eq. 3, expensive solutions 

will bunch together. For example, for 10000 calls that take a day, the normalized value 

is 0.8. For 1000000 calls that take 100 days, the normalized value is 0.8571. The 

normalized-value difference seems small, while the actual difference between 1 and 

100 days of computations is consequential. 

Thanks for your comment. We agree with the comment. Though our normalization 

process aims to achieve easily interpretable visual diagnostics across multiple 

metrics by ensuring that all metrics are scaled within the range of [0,1], however, 

for some specific metrics or application environments where normalization may 

not be appropriate and should remain unnormalized. It has been emphasized in 

lines 191-192: 

“although there are specific metrics or application environments where 

normalization may not be appropriate and should remain unnormalized.” 

In my experience, using wall clock time (or CPU time, for that matter) is pointless. 

It depends so much on the computer system and how busy it is with other jobs. 

We appreciate your suggestion. It is imperative to ensure that all scenarios are 

rigorously tested within a consistent computing environment, but we acknowledge 

some limitations of these metrics. This is acknowledged now on lines 624-626: 

“Note that we use this metric although it is evident that the consumed wall 

clock time also depends on some external poorly controllable factors not 

directly linked to the efficiency of the inverse modeling framework.”  

One important issue regarding evaluating computational effort is related to the 

iterative nature of most methods. One can game the effort metric by using a “starting” 

solution that is cleverly selected close to the final, thus reducing the required iterations. 

Thanks for your suggestion. This suggestion is highly valuable and we intend to 

incorporate it into our future research endeavors. 

The value -2.5 for the mean (Line 400) implies some units for conductivity (like 

meters per second). Please clarify. Same for σe (Line 409). 

Please note that this study employs dimensional analysis without specific units, 

and any coherent set of units will produce equivalent results. We have added this 

statement in lines 390-391: 

“Please note that this study employs dimensional analysis without specific 

units, and any coherent set of units will produce equivalent results.” 



 
 

By observation error standard deviation, I assume it is to be used to introduce 

errors in generated data. However, I assume it is not to be used in solving the inverse 

problem. It is a pity that this information is given; in more realistic cases, deciding what 

to use is one of the most important steps in a method. 

We appreciate your suggestion. We will consider it in our future work and 

acknowledge this limitation in the manuscript in lines 448-451: 

“Note that the measurement error is given here, but in reality, the 

measurement error is uncertain. Although often reliable information is 

available, for example considering instrument precision, the uncertainty of the 

measurement error could also be considered in an inverse modeling approach.” 

The sentence in Lines 433-436 is unclear. 

The sentence should be: “Please be aware that the goal of benchmarking is not to 

be as close to the synthetic fields as possible (with a posterior uncertainty as small 

as possible), but to be as close to a high-end reference solution as possible (i.e. 

close in best estimate, posterior standard deviation and so forth)”. We have read 

it and think it is clear enough. 

Regarding the “thinning out” of samples in the chain, I would have expected that 

the main reason would be to have independent samples. Are the 20000 samples 

independent? I have enough experience with MCMC methods to know that they are 

tricky. What assurances are there that the solution is a “high- quality” solution? 

The 20000 samples are thinned out from 800000 posterior samples. They could 

still be correlated. As we stated in lines 502-503, thinning out to 20,000 samples is 

for the memory saving purpose. 

Considering the inherent nature of MCMC, each generated sample relies on the 

previous one. We have extensively evaluated various aspects to ensure a solution 

of high quality, such as achieving convergence in likelihood evolution and 

obtaining mean and maximum potential scale reduction factor R values close to 

1.2. 

On Line 502, I suggest “the better the identification that can be achieved.” 

Replaced as suggested. 

3 Technical Corrections 

No comments here. 

I would like to take the opportunity to thank the authors for their work. 

Thank you once again for your valuable comments and suggestions on our 

manuscript. Your feedback has been very helpful in revising and improving our 

paper. We have carefully considered all of the comments and made necessary 

corrections to ensure that they align with your expectations. 


