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We sincerely thank the reviewer for the thoughtful and constructive feedback. Below, we provide 

detailed responses to each comment, along with explanations of how and where the corresponding 

revisions have been incorporated into the manuscript with track changes. Line numbers may vary 

slightly depending on formatting. 

 

Anonymous Referee #3’ s comments: 

 

The authors applied two recently proposed neural networks N-HiTS and N-BEATS to perform 

rainfall-runoff modeling. They demonstrated the applications of the two models at two watersheds 

and their improved performance over the widely adopted LSTM model. Leave-one-out was 

employed to perform sensitivity analysis on the model. A probabilistic loss function was used to 

account for the prediction uncertainty. Despite the success, the current setup is insufficient to 

conclude that “both N-HiTS and N-BEATS demonstrated significant performance improvements 

over the LSTM benchmark”. Therefore, I suggest a major revision with the following main 

comments and minor suggestions. 

 

Authors’ answer: Thank you for this summary and for highlighting the claims of model 

performance. To make the manuscript more comprehensive and accessible, we have added a 

discussion of a single pooled regional model as well as forecasts at longer horizons (3- and 6-

hour). While the original manuscript focused on the operational 1-hour use case to maintain a clear 

narrative, the pooled two-site model and extended-horizon forecasts were initially treated as 

ancillary analyses. In response to the reviewer’s comment, we have now incorporated these results 

into the main text, presenting them clearly and unambiguously in Lines 707–717. 

 

Main comments:  

1: Two watersheds in the southeast US are not representative enough to demonstrate the better 

performance of N-HiTS and N-BEATS. In Kratzert et al. (2018) and related studies, LSTM has 

been applied to several hundred catchments, e.g., using CAMELS dataset, and compared to 

traditional hydrological models. Thus, the authors are recommended to apply both models at 

watersheds from other locations (e.g., using CAMELS or additional USGS gages across the 

country) to generalize their conclusion. 

 

Authors’ answer: We thank the reviewer for this important suggestion. The primary objective of 

our study was to evaluate model capabilities under an operational, hourly forecasting setting, rather 

than conducting a nationwide benchmarking. Consequently, our design differs from CAMELS-

based studies (e.g., Kratzert et al., 2018), which predominantly focus on daily-timestep modeling. 

 

We selected two hydrologically contrasting southeastern U.S. basins with high-quality, continuous 

records to enable a controlled comparison. This approach minimizes confounding factors and 

allows us to test whether the architectural features of N-HiTS and N-BEATS—such as multi-scale 
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structures and component-wise decomposition—yield performance gains across distinct runoff 

regimes within a shared climatic region. 

We fully agree that results from only two basins are insufficient to claim CONUS-wide superiority. 

Accordingly, we have revised our manuscript to frame the conclusion as evidence that N-HiTS 

and N-BEATS outperform a well-tuned LSTM in these two contrasting watersheds under an hourly 

operational setting. Broad generalization to other regions is beyond the scope of this study. As 

future work, we plan to extend the analysis to a multi-region, multi-basin dataset (e.g., additional 

USGS gages at hourly resolution) to evaluate geographic transferability while maintaining the 

same operational assumptions. This clarification has been added to the revised manuscript (Lines 

798-804). 

 

2: The 3-month test period is too short to show that N-HiTS and N-BEATS were better than LSTM, 

while 10~20 years of data were used in training. I would recommend that (1) using at least two 

years for test period that are separate from the training; and (2) demonstrating the 

NSE/KGE/MAE/etc performance over the entire test period, in addition to the flood events. 

 

Authors’ answer: Thank you for the suggestion and the opportunity to clarify our evaluation 

design. Models were trained and validated on data up to October 1, 2022, and evaluated on an 

unseen hourly test window spanning October 1, 2022, to April 1, 2023. Within this period, our 

analysis focused on flood events, highlighting three representative events for direct side-by-side 

comparison. 

Our study emphasizes event-focused, hourly flood forecasting, where operational value is 

concentrated on the rising limbs, peaks, and recessions. Evaluating performance over the entire 

continuous hydrograph—dominated by non-flood periods—can dilute or mask differences 

precisely at the critical moments for decision-making. Consequently, our primary assessment is 

event-centric rather than full-period. 

In this revision, we have thoroughly documented the event selection and evaluation procedure 

(please see Lines 561–564 of manuscript with track changes). 

 

3: Is the model output the discharge at the next hour, while using historical observed discharges 

as the inputs? If so, the problem that the authors are addressing seems a bit ‘easy’. The manuscript 

would be more meaningful and stronger if the authors could demonstrate the improved 

performance of N-HiTS and N-BEATS on the streamflow predictions at the next 3/6/12/24 hrs. 

 

Authors’ answer: Indeed, the original setup focused on predicting next-hour discharge using 

historical discharge as input. To strengthen the study, we have now included multi-horizon 

forecasts at 3- and 6-hour lead times, with full results presented in the revised manuscript. These 

experiments confirm that the proposed N-HiTS and N-BEATS models continue to outperform a 

carefully tuned LSTM at these extended horizons. We also evaluated longer horizons (12- and 24-

hour), but all models exhibited substantially lower skill (NSE < 0.4); accordingly, we briefly 
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summarize these outcomes in the manuscript without detailed presentation. These updates are 

reported in Lines 672–717. 

 

4: What causes of the prediction uncertainty was quantified through MQL? Was it the uncertainty 

of model inputs or model parameters? (Note that parameters were used to refer to both model 

inputs (Line407) and biases/weights of the neural networks (Line327), which are confusing..). 

Also, the authors need to point out that N-HiTS and N-BEATS does not come with uncertainty 

quantification by themselves. It is the MQL that does the trick and is in fact applicable to all 

supervised neural networks, such as LSTM. 

 

Authors’ answer: Thank you for raising this point. In our study, the MQL estimates conditional 

quantiles of discharge Q_(t+h) given the observed inputs X_t, providing prediction intervals that 

quantify aleatoric uncertainty. These intervals do not capture uncertainty in network parameters 

(weights or biases). We also clarify that N-HiTS and N-BEATS do not intrinsically provide 

uncertainty quantification; the probabilistic forecasts are enabled by MQL, which is model-

agnostic and can be applied to any supervised architecture, including LSTM. For a fair comparison, 

we trained LSTM with MQL as well. 

To avoid ambiguity, the manuscript now reserves “parameters” for network weights/biases and 

uses “features” for input variables (clarifying the intent of Lines 410-415 of manuscript with track 

changes). Additionally, the abstract (Lines 14–17) has been revised to explicitly note that N-HiTS 

and N-BEATS do not come with uncertainty quantification by themselves. 

 

 

Minor comments:  

 

Title: While ‘interpretable configuration’ was emphasized in the title/abstract/main body, it is 

unclear to me of how N-HiTS is in interpretable and how such interpretability was used in the 

study (except the leave-one-out sensitivity analysis that was performed consistently across all three 

models) 

 

Authors’ answer: Thank you for this insightful comment. In this study, interpretability is achieved 

through the models’ intrinsic architectural design rather than post-hoc analysis. Specifically, the 

N-BEATS architecture decomposes forecasts into trend and seasonality stacks with explicit basis 

coefficients, allowing the model to directly expose how each component contributes to the final 

prediction. Similarly, N-HiTS generates forecasts by aggregating hierarchical contributions across 

multiple time scales, which provides a transparent view of how temporal patterns at different 

resolutions shape the discharge response. These built-in mechanisms enable the examination of 

model behavior and the attribution of forecast components to hydrologic processes. We have 

clarified this rationale in the revised manuscript (Lines 820–825, with track changes). 
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Line 14: “We developed two probabilistic NN models…” As far as I understand, the N-HiTS and 

N-BEATS are not deterministic, unlike Bayesian neural network. The prediction uncertainty came 

from the uncertainty of the model inputs? 

 

Authors’ answer: N-HiTS and N-BEATS are deterministic neural architectures and do not, by 

themselves, represent parameter or posterior uncertainty as Bayesian networks do. In our study, 

the uncertainty arises from the MQL formulation, which estimates conditional quantiles of 

discharge 𝑄𝑡+ℎ|𝑋𝑡. Accordingly, the resulting prediction intervals capture predictive (aleatoric) 

uncertainty driven by variability in the input–output relationship, rather than parameter uncertainty 

in the model weights. We have revised Line 14 to clearly state that N-HiTS and N-BEATS were 

trained with a probabilistic (multi-quantile) objective to produce distributional forecasts. 

 

 

Section 3.2: Given the importance of the hyperparameters in this model benchmarking work, 

please describe how the “extensive exploration and fine-tuning” were performed? 

 

Authors’ answer: Thank you for asking for more detail. Our hyperparameter tuning was 

performed on the following search spaces: 

For all models, we searched learning rates on a log-uniform grid between 1 × 10−4  and 1 × 10−3, 

batch sizes {16, 32, 64}, input size {6, 12, 24, 48} hours. For the LSTM, we varied recurrent layers 

{1,2,3}, hidden units per layer {64,128,256}, activation {tanh, ReLU}, decoder MLP depth 

{1,2,3}, and decoder MLP width {64,128,256}. For N-HiTS, we explored stacks {2,3,4}, blocks 

per stack {2,3,4,5}, block MLP width {64,128,256}, and block MLP depth {2,3,4}. For N-BEATS, 

we searched stacks {2,3,4}, blocks per stack {2,3,4,5}, block MLP width {64,128,256}, and block 

MLP depth {2,3,4}; the interpretable (trend/seasonality) basis was fixed. We clarified these search 

spaces in this revision, please see Lines 504-510 with track changes.  

 

 

Lines 743-745: “Both N-HiTS and N-BEATS models offered similar performance as compared 

with the LSTM but also offered a level of interpretability….” Again, it is unclear to me how the 

interpretability of N-HiTS and N-BEATS was achieved besides the application of leave-one-out 

method which is applicable to LSTM too… 

 

Authors’ answer: Thank you for this thoughtful comment. Our interpretability claim does not rely 

on the leave-one-out procedure—which, as noted, can be applied to any model including LSTM—

but rather on the intrinsic structure of the architectures themselves. The interpretable variant of N-

BEATS explicitly decomposes forecasts into trend and seasonality stacks with corresponding basis 

expansions and coefficients, enabling attribution of predictions to these components. N-HiTS 

provides complementary transparency by aggregating forecast contributions across multiple 

temporal resolutions, allowing insights into how different time scales influence the output. In 
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contrast, a standard LSTM lacks such built-in structural interpretability. We have revised the 

manuscript (Lines 820–824 with track change) to make this distinction clear. 

 

Lines 756-758: “Furthermore, both N-HiTS and N-BEATS models also support producing 

probabilistic predictions by specifying a likelihood parameter…” LSTM does that too through 

MQL, right? Also, does ‘parameter’ refer to model inputs or model weights/biases? 

 

Authors’ answer: Indeed, LSTM can also produce probabilistic forecasts when trained with the 

MQL, and in our study, the same MQL objective was applied consistently across all architectures 

(LSTM, N-HiTS, and N-BEATS). We have revised the text to clarify that the probabilistic forecasts 

arise from the distributional training objective in MQL, which is model-agnostic rather than 

specific to N-HiTS or N-BEATS. Regarding terminology, we now use the term parameters 

exclusively to denote network weights and biases, and this clarification is stated explicitly in the 

revised manuscript (Lines 211–214 with track changes). 

 

 

#We thank the reviewer for the insightful and constructive comments.  
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We sincerely thank the reviewer for the constructive and thoughtful feedback. Below, we provide 

detailed responses to each comment and describe how the corresponding revisions have been 

incorporated into the updated version of the manuscript. Line numbers may vary slightly 

depending on formatting. 

 

Answers to Anonymous Referee #2’ s comments: 

 

Comment 1: The authors have applied a machine learning method for 1-hour streamflow 

forecasting and compared its performance with a traditional LSTM model. They attribute the 

improvement in accuracy to the structure of their ML method and the activation functions used. 

However, it is also possible that the higher accuracy is due to the larger number of nodes in their 

model or that the LSTM model could benefit from further tuning and a more carefully considered 

architecture. 

 

Authors’ answer: We thank the reviewer for this insightful comment. To ensure a fair and 

controlled comparison across models, we carefully designed the study with the following 

considerations: (i) the data pipeline, forecast horizon (1-h), loss function (Multi-Quantile Loss), 

optimizer (Adam), learning rate, batch size, and input window were kept identical for all 

architectures; and (ii) each model underwent an independent hyperparameter search to identify its 

optimal configuration. The final settings and corresponding optimizations are summarized in Table 

2 of the revised manuscript. Additionally, the LSTM model was trained for more epochs to ensure 

full convergence, thereby minimizing the possibility that its performance gap resulted from under-

tuning. 

We also evaluated wider LSTM variants with additional layers and larger hidden dimensions. 

However, increasing the number of parameters beyond the selected 2×128 configuration did not 

consistently reduce validation errors and, in many cases, led to overfitting—as indicated by higher 

RMSE and MAE during held-out flood events—even under the same training and regularization 

conditions. 

These clarifications and supporting results are now explicitly discussed in the Results section 

(Lines 503–509) of the manuscript with track changes. 

 

Comment 2: Additionally, the model relies on historical streamflow data, which may limit its 

practical applicability—particularly given the hydrology community's growing interest in 

forecasting streamflow at ungauged locations. 

 

Authors’ answer: We thank the reviewer for this important comment. Our study focuses on a 

complementary use case—short-term forecasting at operationally gauged sites, where near–real-

time streamflow data are routinely available and rapid model updates are critical for decision 

support. However, the proposed framework is not inherently restricted to gauged settings. The 



7 
 

architecture employed (e.g., N-HiTS) are flexible and can incorporate additional conditioning 

variables and spatial features. 

In practice, extending the framework to ungauged basins can be achieved through: 

(i) regional modeling, where a single network is trained jointly across multiple basins to learn 

transferable hydrologic representations; and (ii) transfer learning or few-shot adaptation, when 

limited local observations are available to fine-tune the pretrained model. 

We have clarified this scope and added a concise paragraph in the revised manuscript (Lines 798–

804) explicitly discussing how the approach can be extended to ungauged catchments. 

 

Comment 3: Another concern is that the authors trained separate models for each case study 

location. A more robust evaluation would involve applying a single model across both locations to 

assess whether the approach captures generalizable patterns in streamflow dynamics rather than 

overfitting to site-specific characteristics. Although this point was raised in the first round of 

review, the response provided mainly offered justification rather than addressing the concern 

through revision. 

 

Authors’ answer: To clarify our initial explanation, we trained a single pooled “regional” model 

across the two sites using the same data pipeline, leakage-safe splits, a brief hyperparameter search, 

and a global scaler fit on the pooled training data, with evaluation reported separately for each site. 

In this setup, N-HiTS and N-BEATS showed a minor performance decline (~2–3%), while LSTM 

showed mixed performance—improving for some storm events but decreasing for others. 

Importantly, the pooled N-HiTS and N-BEATS models remained comparable to the per-site best 

models and continued to outperform the tuned LSTM at both catchments. 

Given that only two basins were used, these results are not sufficient to support a broad regional 

generalization. Nevertheless, we agree with the reviewer’s point regarding generalizability and 

have added a clear explanation of this additional analysis in the revised manuscript (Lines 705–

715). 

 

Comment 4: Moreover, while the authors emphasize the interpretability of their proposed model, 

the manuscript lacks a detailed discussion or evidence to support this claim. As presented, it seems 

that the focus is primarily on applying a relatively new ML model to hydrological data, rather than 

exploring or demonstrating its interpretability. 

 

Authors’ answer: Thank you for raising this point. In our work, interpretability is inherent to the 

models’ architecture rather than relying on post-hoc analysis. The N-BEATS model explicitly 

decomposes forecasts into trend and seasonality stacks, with interpretable basis coefficients that 

reveal how each component contributes to the overall prediction. Similarly, N-HiTS generates 

forecasts by aggregating contributions across multiple temporal scales, allowing insight into the 

relative influence of short- and long-term patterns. These built-in mechanisms enable a clear 
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understanding of how trends and seasonality shape the final forecast. We have clarified this 

discussion in the manuscript with track changes (see Lines 820-824). 

Comment 5: Lastly, the explanation of the proposed method lacks sufficient clarity. A more 

detailed and transparent description of the model architecture, training process, and input-output 

relationships would greatly enhance the manuscript’s reproducibility and accessibility for the 

broader hydrology community. 

 

Authors’ answer: In this manuscript, we provide as much implementation detail as is practical 

for reproducibility while maintaining focus on the hydrologic problem. A more exhaustive 

description of the internal architectures (e.g., stack/block mechanics, basis functions, multi-rate 

pooling) would make the paper overly long and challenging to read. To balance clarity and 

completeness, we reference the original N-HiTS and N-BEATS publications, which contain full 

architectural details, thereby allowing interested readers to access comprehensive descriptions 

without duplicating prior work. 

 

 

#We thank the reviewer for the insightful and constructive comments.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 


