
Response to Comments – Referee #2 
 
The manuscript “Continuum modeling of bioclogging of soil aquifer treatment systems segregating active and 
inactive biomass” by Saavedra Cifuentes et al. presents a numerical modeling study on the potential impact of 
dry and wet cycle iterations on the performance of soil aquifer treatment systems. The conceptual model 
approach considers different biomass pools (active cells, EPS, dead cells) each having its specific dynamics and 
contributing to changes of the hydraulic conductivity due to bioclogging. Data from a column experiment were 
used as a reference and subsequently the model was used to predict in influence of different configurations of 
dry and wet cycles on the exhibition of bioclogging and on the overall hydraulic performance of soil aquifer 
treatment systems. 
 

We thank the second referee for their detailed feedback. We will provide the requested 
clarifications in the revised manuscript by expanding the description of the column experiment 
of Rosenzweig (2011) and adding additional comparisons between the experimental results 
with our numerical simulations. In the original manuscript, we briefly summarized the 
experimental methods, focusing primarily on biomass distribution measurements, as they are 
most relevant to our conceptual and numerical model. To enhance clarity, we will now provide a 
more detailed account of these experimental methods in a supplementary section and include 
additional comparisons of simulation results with other measured variables from the 
experiment. Further information on specific changes and additions to the manuscript can be 
found in the responses to the reviewer’s specific comments.  
 

General comments: 
In general the manuscript is well written but exhibits some inconsistencies in the description of the used model 
approach – see specific comments below. 
I acknowledge that the presented conceptual approach dividing the biomass into different pools is meaningful 
and consistent with other approaches presented in the literature. It is thus a valid hypothesis. However, I am not 
convinced how this hypothesis is tested/verified with results from the column experiment. There is indeed a 
match between the spatial distribution patterns on measured and simulated biomass but this comparison is done 
solely for the biomass and for a single observation time only.  
 

We appreciate the reviewer’s comments. The available experimental data only covers the 
always-wet condition. Experimental results on various drying times and wet/dry ratios are not 
available.  Biomass profiles over depth are only available for a single time point at the end of 
the experiments because this requires destroying the sand column. We assess our numerical 
simulations with the available experimental data as an initial validation, which allows us to 
explore hypotheses related to drying cycles. Our simulations narrow down the range of optimal 
conditions, thereby guiding future experimental efforts. We acknowledge that reevaluation of 
the model will be necessary once new experimental data becomes available, particularly for 
larger-scale field applications. We will include this clarification in the manuscript. 
 

No comparison between measured and simulated substrate/electron acceptor concentration are shown and no 
comparison between measured and simulated changes of the flow dynamics have been shown either.  
 

In addition to biomass distribution, water content and matric head were recorded in the column 
experiment of Rosenzweig (2011), and we will add comparison of model simulations against 
these experimental results in the revised manuscript. We will add a more detailed description 
of the experimental measurements in the Methods section, along with a comparison of 
simulation results to these additional experimental observations in a supplementary section. 
 
 

Furthermore, I have the impression that the flux boundaries considered in the model are not adequate to 
describe the experimental conditions (or they are described in an insufficient way – see specific comments 
below). Therefore, other (less or equally complex) conceptual approaches might also explain the shown 
observations.  



 
We actually used a hybrid boundary condition with fixed flow until ponding occurs at the 
column inlet, and fixed head thereafter.  We thank both reviewers for pointing out that our 
description of the BCs was incomplete.  In the revised manuscript, we will clarify that the head 
gradient required to maintain this flux is recalculated at each time step as hydraulic 
conductivity decreases, and the boundary condition is switched to a constant head when the 
capillary head at the boundary becomes positive, indicating ponding. This clarification will be 
added to the Methods section, and Figure 3 will be updated to more clearly illustrate the 
boundary conditions. 
 

The same holds for the parameters used in this study. Most are taken from the literature but literature values for 
parameters describing microbial dynamics can easily vary by at least one order of magnitude and so does then 
vary the dynamics of the biomass itself.  The presented results on the influence of the dry/wet cycle configuration 
might thus be biased. All this leads to the present study discussing the potential effects on clogging in SAT 
systems based on a reasonable but unverified hypothesis, only. 
 

We agree that microbial dynamics parameters can vary significantly across studies and 
applications. For the specific experiment evaluated here, the results presented in the paper 
show that our model provides a reasonable prediction of biomass distribution and clogging 
behavior with parameters from the literature. To ensure readers are aware of the limitations of 
available data, we will add discussion in the revised manuscript that further experimental data 
and parameter validation are necessary for field applications. 
 

I am not an expert for SAT systems but from their description I would assume that clogging at the bottom of the 
infiltration ponds is not only caused by microbial growth but also by the deposition of particles and organic 
material. How does this interfere with the discussed variations of the dry and wet cycle operation? 
 

You raise an important point regarding the potential for clogging in SAT systems being driven 
not only by microbial growth but also by the deposition of particles and organic material. 
Indeed, in the case of infiltration ponds, these factors are relevant and can influence clogging 
behavior.  In the particular case of the Shafdan SAT, the water comes from the effluent of a 
secondary treatment thus particle concentrations are low (Idelovitch et al., 2003). Fluctuations 
in DOC and dissolved oxygen concentrations are also important and are influenced by 
photosynthesis in the ponded water (Goren et al., 2014). We will add information on all these 
additional complexities in the discussion section with recommendations on how these 
processes can be integrated in the modeling framework for specific field applications. 
 

Out of curiosity, I am also wondering if it is practically possible to tune the length of the wet cycle for a system 
affected by clogging – at the end a given amount of water is entering the pond and then infiltration takes as long 
as it takes.  
 

Yes, the length of wet and dry cycles in an SAT system can be adjusted based on the current 
system conditions and constraints. In practice, operators adapt the cycle lengths based on 
experience and limited real-time system monitoring (Sharma and Kennedy, 2017). The model 
we present provides a basis for improving operations via quantitative simulation and prediction.  
It can be applied adaptively with real-time or near-real-time ingestion of operating data. 
 

Similarly I am wondering if evaporation from the soil system during the dry cycles (especially in semi-arid 
regions) is interfering with the clogging effects, but I am aware that this is not the subject of this study. 
 

That's an interesting point. Evaporation could indeed affect the rate at which biomass 
desiccates during dry cycles, potentially influencing how quickly the system recovers to a near-
clean state and how clogging is mitigated. For other applications, evaporation and desiccation 
rates could be incorporated into the model in future work. We will mention this consideration in 



the Discussion section to acknowledge its potential impact on the system’s behavior, especially 
in arid regions with high evaporation rates.  
 

Specific comments: 
To my opinion the term “inactive biomass” is misleading since is it typically associated with biomass fractions 
(e.g., dormant cells or spores), which can turn into active biomass. In the present study the “inactive biomass” 
consists of EPS and dead cells. Some re-labeling of these pools might be helpful to avoid misunderstandings. 
 

The terms "active" and "inactive" biomass are standard in the literature, with "active" referring 
to biomass that can metabolize and replicate, and "inactive" referring to biomass that cannot, 
such as dead cells and EPS. These terms are widely used in environmental microbial modeling 
and biotechnologies (e.g., Rittmann & McCarty, 2020). 

 
Eq. 6b, l 104: Is this equation correct? If I insert the definition of ζ_O2 into Eq. 6b the term into the brackets and 
thus phase transfer rate approaches the non-zero negative value of -s_w*C_02 at saturation. 
 

Thanks for pointing this out. The last term in the parenthesis should not have been part of this 
equation. Instead, it should read: 

 
With 

 
This correction will be done to the manuscript. 
 

Eq. 7: I agree that pore-availaibility can limit microbial growth, but here it is assumed that microbial degradation 
activity is decreasing when the biomass is approaching the maximum volume. I.e., at highest biomass 
concentrations the activity is minimized.  Some discussion on this would be needed. 
 

The term ζX  in Equation 7 ensures that the source terms in Equation 10 are bounded to the 
pore-space available. Without this term, the biomass volume in the REV grows to values 
higher than the pore-space available in the REV. This clarification will be made in the 
manuscript. Importantly, lower microbial activity beyond the clogged layer is product of the 
accumulation of inactive biomass in the upstream pore space and the consequent restriction of 
substrate and nutrient fluxes. Our model is capable of simulating this coupling between pore 
fluid flow, microbial growth, and metabolism, at the REV scale. 

 
Fig. 2, Sections 2.2 and 2.3: In the Introduction and in Fig. 2 the model is introduced as considering 
different microbial processes incl. nitrification and denitrification but in Sections 2.2 and 2.3 only 
aerobic heterotrophs and their activity are described as part of the model. Clarify/correct. 
 

The application presented in this manuscript focuses exclusively on aerobic respiration, as it is 
expected to be the dominant process driving bioclogging in SAT systems. Figure 2 has been 
updated to reflect that only aerobic respiration is addressed in the presented study. We include 
discussion of the model's extensibility to other metabolic pathways such as nutrient 
transformations in the Discussion section, as suggested. 

 
Section 2.5: Was there any DOC present in the injected water or how was the carbon source applied? 
Are there any measured data on this which could be used for model verification? How long did the 
experiment last? Was there any measurement of the water fluxes at the effluent? 
 



Yes, DOC was present in the injected water, and we appreciate you highlighting this omission. 
The carbon source was lysogeny broth injected into the column at a 1:75 dilution, 
corresponding to a DOC concentration of 10 mg/L in the model. The experiment was run for 23 
days. These details will be added to Section 2.5. A more detailed description of the column 
experiment will also be included in a supplemental section, with reference to Rosenzweig 
(2011) for additional data and results. 

 
L 177 adjust brackets around reference. 
 

The parentheses around the reference are fixed. 
 
L 178/179: Ok for the column experiment, but see also comments above on composition of the 
clogging layer. I guess the SAT optimization model is not describing a column experiment. Anyway, 
this discussion does not belong to this section. 
 

In those lines we describe the formation of the clogging layer as a result of our numerical 
model calculations, contrasting this approach with others in the literature where the clogging 
layer is treated as an input to a flow solver. We have kept this information in the Methods 
section, as it provides justification for the formulation of the numerical model. 

 
L 182: Figure 3 does not provide such information. 
 

Figure 3 will be updated to more accurately reflect the boundary conditions used in our 
numerical model. 

 
L 182-184: I do not get this. If the gradient is adjusted to maintain a given flux how does clogging 
result in a decrease of the simulated flux? To me it seems that constant flux conditions are simulated 
(at least during the wet periods) but later on the manuscript shows changes in the influx due to 
clogging are presented?!   

 
As we described in our previous response regarding the top boundary condition, the fixed flux 
condition is replaced with a constant head condition once ponding occurs, which accounts for 
the decrease in flux due to clogging. 

 
Tab. 2: Correct unit for “Half-reaction constant for electron acceptor” 
 

The typo will be corrected. 
 

Tab. 2: Why is a parameter for a nitrogen source given here? This is not mentioned in the equations 
given Sections 2.2 and 2.3. 
 

The table entry for the nitrogen source was removed. 
 
Tab. 2: The term “biodegradable fraction of dead biomass is misleading/incorrect”. Both fractions of 
inactive biomass are decaying via hydrolysis. 
 

We agree that this terminology was confusing.  To provide consistent nomenclature, we will 
change the table entry to read “labile fraction of dead biomass”.  

 
Tab. 2: Adding up the true yield and the fraction used for EPS gives a total fraction of 0.67 of DOC 
being converted into biomass. This sounds rather high. Comment/discuss. 
 



This is a typical value for aerobic heterotrophs when the DOC source is easily degradable 
(Rittmann and McCarty, 2020) and is reasonable for the conditions used in the experiment that 
we simulated. For applications to pilot- and full-scale SAT systems fed with wastewater 
effluent, we expect these values to be considerably lower. 

 
Units: The units used in Tabs. 1 and 2 are different than the units used in the text. While I understand 
the reasons for this, this is inconvenient for comparing text and table values. 
 

We will add unit conversions to Tables 1 and 2 to facilitate comparison with the text. 
 
L 187-189: Provide some further information on the biomass density. Is this given as dry mass per wet 
volume or carbon mass per volume or something else. Since the yields are dimensionless I guess it is 
DOC mass per volume of biomass. Assuming the latter the presented value is in agreement with 
literature values for bulk biomass (i.e. bacterial cells plus EPS etc.) and the rather low value is 
explained by low density EPS forming much of the bulk biomass. To use this value for the active 
bacterial cells is no well justified since the carbon content of cells is much higher and thus their density 
also much higher. This implies that with the used density the volume and thus the clogging effect of 
the active and recalcitrant biomass (living and dead bacterial cells) is overestimated.  
 

The term ρX represents the biomass density with units of dry mass per wet volume. Under the 
macroscopic scale of our model, it should be interpreted simply as a scaling factor between 
biomass content and the reduction in hydraulic conductivity (Kildsgaard and Engesgaard, 
2001). ρX is the most sensitive parameter in bioclogging simulations and it is usually used as a 
fitting parameter. The suggestion of keeping separate ρX terms for active and inactive biomass 
is valid but it just introduces an additional parameter that is not supported by independent 

measurements, so including it would not add new information to the model. Other values 
reported in the literature for ρX are 1 kg/m3 (Caruso et al., 2017), 2.5 kg/m3 (Clement et al., 
1996), 5 kg/m3 (Kildsgaard and Engesgaard, 2001), and 17.5 kg/m³ to 50 kg/m³ (Mostafa and 
Van Geel, 2012). We appreciate this discussion, and we will include these considerations in the 
manuscript. 

 
Fig. 4: Compare for which cell mass the two curves would match. From Fig. 2 I get the impression that 
approx. 10^-11 g/cell are considered. Are these values reasonable? 
 

The CFU count at the topmost section was 3.5×109 CFU/mL which is equivalent to 3.75×1012 
CFU/kg dry sand. Considering that a single bacterial cell weights around 10-12 g (Madigan et 
al., 2021), this equates to 3.8 g active biomass/kg dry sand or 5 kg/m³, which compared to the 
simulation results, we consider to be a reasonable result, given the limitations of the CFU 
method.  
 

L 200-202: The statement is reasonable but again, are there any measured concentrations from the 
experiment? 
 

DOC was measured at the outflow at the end of the experiment, which indicated that 89% of 
the substrate was consumed. 

 
Fig. 5a and c: If you want to emphasize that the flux is going down invert the y-axis (or show the 
absolute value of the flux). Otherwise you rather leave the impression of an increasing flux.  
 

Thank you for the suggestion. The y-axis in Figure 5 will be flipped to avoid any confusion 
regarding the decreasing fluxes. 

 
 



Btw., are the no data on measured water fluxes from the experiment? 
 

Water flux measurements were taken daily from both the control and the inoculated columns. 
Further, matric head and water content data were collected over time and over depth on the 
topmost 0.30m of the column. We will add this information to the revised manuscript, compare 
observations to the results from the numerical simulations, and provide the experimental data 
in Supplemental Figures. 
 

Fig. 5: Clarify which y-axis values have to be multiplied by which factor. The “1e-6” seems to be out of 
place and the “x10^-2” might belong to panels a/c or b/d. 
 

The "1e-6" and "x10^-2" notes have been removed and replaced with notation directly on the y-
axis ticks to eliminate confusion. 

 
L 227/Figure 5c: I do not see specific dips in the influx which I could attribute to the dry periods. It 
appears as if the influxes gradually decrease which is not what I would expect for a dry period. 
 

Thank you for pointing this out. The y-axis of Figure 5c was mislabeled; it should read "outflux 
from the column." We have corrected the figure labels and descriptions accordingly. We will 
add a supplementary figure showing both influx and outflux to clarify this point and better 
illustrate the behavior during dry periods. 
 

L 232: There is no consumption of inactive biomass by the active cells described by the equations in 
Sections 2.2 and 2.3. 
 

The hydrolysis of inactive biomass yields DOC, which contributes to the source terms in 
Equation 6a. To avoid confusion, we have clarified this in the manuscript and updated Figure 2 
to reflect this information. 

 
L 235-236: Unclear/rephrase. Is the mentioned hydraulic loading the average loading rate at quasi-
steady state or including the initial phases, too? From Fig. 5 I get the impression that 2.3x10^-2 m/s is 
rather the initial value and not the long term value. 
 

The long-term hydraulic loading rate is defined in Section 2.7 as the total infiltrated volume per 
unit area divided by the duration of the experiment. The value of 2.3x10-2 m/s mentioned here 
corresponds to this definition. However, this value is not shown in Figure 5 where flux over time 
is plotted; the referee may have been referring to Figure 6 instead. 

 
L 254-256: Clarify. From this sentence I is not clear to me what you define as long-term hydraulic 
loading rate. Clarify also if the presented values are averages for a full wet/dry cycle (or if they are 
something else). 
 

The long-term hydraulic loading rate is defined in the Methods section as the total infiltrated 
volume per unit area divided by the duration of the experiment. We will reinforce the definition 
at this point in the revised manuscript for clarity.   

 
L 264 and below: Here it would be highly interesting if the shown biomass distributions are at or close 
to steady state (I guess not) or if they would approach a different distribution at later times. Since the 
clogging effects are mainly caused by the high biomass concentration at the vicinity of the inflow a 
steady state of the fluxes does not necessarily imply a steady state of the biomass in the downstream 
regions.? 
 



The simulation duration was sufficient to reach an apparent steady state. For biomass 
distributions, we tested for a steady state by integrating the biomass fractions over depth and 
ensuring that they did not change significantly between cycles. However, as the reviewer 
correctly points out, this only reflects a steady state in the upper regions, as total biomass is 
primarily driven by accumulation in the topmost layer. Thus, a complete steady state may not 
have been achieved, particularly in the deeper regions of the column.  

 
It would also be good to show some substrate concentration results as they would indicate if growth 
would be possible in the deeper regions of the columns. For the interpretation of the results and for the 
potential implications for real SAT systems one would also need to know what is limiting microbial 
activity: depletion of DOC or of O2 
 

Our simulations indicate that DOC was always consumed before dissolved oxygen, likely due 
to the unsaturated conditions in the column, which allowed oxygen to be constantly 
replenished in the water phase. To better illustrate these conditions, we will include depth-time 
heatmaps for dissolved oxygen and DOC. The model will need to be extended for larger scale 
application to full-scale SAT systems, which involve additional complexities.  We will add 
discussion of the extension to larger scale in the Discussion section. 

 
L 282-284: I do not get this statement. 

 
The statement explains the trends in Figure 8b. The hydraulic loading rate increases with 
longer drying times because it reflects the extent to which bioclogging is reversed, allowing the 
soil to recover its infiltration capacity. 

 
Section 3.5: Similarly to my comment above, I would be good to know if the presented biomass 
concentrations are at steady state or at least close to it. 
 

Yes, the system is at a steady state, at least for the upper part of the column.  We will add a 
note in Section 3.5 to indicate this. 

 
L 331-332: Do you have any additional results confirming this statement or is this based on the 
biomass distribution data only? If the later is the case, I think this statement is misleading. 
 

This statement is based on the biomass distribution and water content profiles, which are the 
data available from the column experiments.  

 
L 340-341: This is the first time some information on substrate supply in the column experiment is 
provided. This information and further details should be added to Section 2. Which DOC 
concentrations was provided in the column experiment? 
 

Information on substrate supply in the column experiment will be added to the Methods 
(Section 2) for clarity, and additional detail on the experiments performed by Rosenzweig 
(2011) will be included as Supplemental Information. 
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