
Response to Reviewer #1 

(1) This paper proposed a machine-learning based framework to examine the processes and controls 

of regional floods over eastern China. Authors utilized the stream station network including 

observations of annual maximum flood peak during 1980-2017, to analyse flood clusters in spatial 

extents and intensities. The structure of the paper is clear, however, there are some concerns. 

Response: Thank you for the overall appreciation of our study. We address all your concerns below 

on a point-by-point basis. Thanks! 

(2) For extreme floods cluster in space and time, it is quite urgent to get the water depth spatial 

distribution and variation in the short time, like serval days. Instead, authors used a time window-15 

days, to analyse the flood frequencies. Could authors demonstrate the extreme flood’s distribution 

in a period and define the water depth for extreme floods? 

Response: Unfortunately, we do not have water depth data associated with each extreme flood. 

Definition of regional flood is based on concurrent annual flood peak discharge which typically 

results in the maximum water depth throughout the year for each station. We use 15-days as the 

time window to consider river routing processes of larger basins and long-lasting rainfall processes. 

Using smaller time windows will lead to more regional floods but smaller spatial coverages. We had 

this discussion in Line 154-156. We do not modify the text. Thanks all the same! 

(3) In addition, the AMF denotes annual maximum flood peaks. Authors mentioned “The 15-day 

time window moves from the first to the last date of AMF occurrences for each year. We thus obtain 

all qualified clusters” in lines 149-150. Does it mean that only one polygon is selected in every 

year? 

Response: The number of polygons selected each year is determined by the timing and location of 

regional floods. As we have clearly mentioned that there are 8.3 regional flood each year on average 

(see Line 257). For each regional flood, we use the largest cluster to represent its spatial extent, 

since small clusters that are overlapped with them are deemed as part of the flood process. We made 

this clear in the revised manuscript. Thanks! 

(4) In the methodology part, it is difficult to understand that why authors choose use the inversed 

ranks in Equation (1) for AMF to represent the severity of RegFl. 

Response: We use inversed rank to normalize flood peaks so that flood peaks are comparable 

among each regional flood. We follow Tarouilly et al. (2021) and do not claim the novelty of this 

metric. By summarizing the inversed ranks, we can characterize both the spatial extent and intensity 

of local floods. This is what we defined as the severity of a regional flood. We made this clear in 

Line 180-187. We hope this makes sense to you. Thanks! 

(5) Authors used three machine learning algorithms, DBSCAN, K-means and conditional random 



forest for identification, characterization and statistics respectively. For each algorithm, it requires 

training and test. Could authors show the model performance in each algorithm and discuss the 

influence of model uncertainty in each step impacting on the following model’s training and test? 

Response: Thank you for this critique! We note that training and test is only needed for conditional 

random forest (CRF). Based on training and test, the reliability of the established model and 

attribution can be satisfied. We use out-of-bag error (RMSE and R-squared) to assess the 

performance of CRF. In CRF, each tree is trained on a bootstrap sample of data. This means that 

approximately one-third of the observations are left out for each tree. These out-of-bag observations 

(the samples not included in the bootstrap sample) are used to estimate the prediction error of each 

tree. These OOB errors are then aggregated to obtain the overall OOB error of the CRF model (Line 

222-224). 

Both DBSCAN and K-means are unsupervised clustering algorithm. There are evaluation metrics 

for these algorithms, such as Silhouette score and Davies Bouldin score for K-means. The idea of 

these algorithms is to classify all samples into different groups rather than justifying the reliability 

of the algorithm itself (i.e., different from random forest modeling). With this said, we spent great 

efforts in validating our clustering results (Line 145-148; 157-164; 263-268). For instance, the 

performance of DBSCAN algorithm is evaluated against existing regional flood database (i.e., 

DFO) by parameter tuning. Our rationale is to develop a catalog of regional floods over China. The 

flood catalog serves as the basis for the following empirical analysis that highlights their processes 

and controls. We hope this addresses your concern. Thanks! 

(6) The predictors are in different spatial resolutions and time scales. Could authors provide more 

details about data preprocess? 

Response: Thank you for this critique. In terms of time scale, we resample hourly soil moisture into 

daily scale through summation. We do not preprocess the spatial resolutions of different predictors, 

since they are directly nudged onto the cascade-union area of each regional flood (i.e., region-

average statistics). We made this clear in the revised manuscript (Line 117). Thanks! 
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