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Response to RC1 from Jonathan Kennel 
This Technical Note introduces the Ocean Response Function which is an application of regression 
deconvolution using tidal levels as a basis for inputs. It can be used to remove the ocean signal from the 
water level data. It is well written and presents the underlying study well. 10 

Thank you for your time reviewing the manuscript as well as the constructive and helpful comments 
provided. Following you find our responses to your comments, which are color coded with blue for 
neutral, green for agreement, orange for partial agreement, and red for disagreement. Line numbers 
refer to the revised version of the manuscript unless stated otherwise. 

Moderate concern: 15 

 In terms of the scientific significance could you describe the difference between the ocean response 
function and river response function as you see it? Perhaps you might describe how you see them 
different or similar. Some rivers also have strong tidal effects due to ocean levels or cyclical forcing 
resulting from dam operations.  Does each stressor (barometric, evapotranspiration, pumping, 
precipitation, Earth tides, river stage, lake levels, ocean tides, anthropogenic loading/unloading, 20 
seismic, …) require a separate methods paper when the underlying method is the same but the input 
varies? Is the key point that for this ocean tide example that the response can be approximated as 
linear time invariant over the time frame of analysis. 

Since we are aware that the method is established within the research community, we decided to 
communicate our findings as a technical note rather than a full paper. We aim to point out how the 25 
complex hydraulic stressor sea level can be approached using regression deconvolution. We were 
interested in how regression deconvolution would perform under this setting and which time scales 
would be relevant for the response function to define an adequate system memory. We believe that 
our findings are worthy of a technical note. The manuscript also provides a generic formulation of the 
method to include multiple stressors. To our knowledge, present formulations in the literature only 30 
cover two simultaneous stressors such as barometric pressure, Earth Tides, and river levels. 

We note that the River Response function of Spane and Mackley (2011) focuses on events with 
periods longer than typical dominating ocean tidal constituents (> 50 h) (Spane and Mackley, 2011; p. 
801). Barometric and Earth Tide response functions have a stronger focus on tidal constituents with 
periods of typically less than 48 h. These differences are also reflected in the system memory, which is 35 
much larger in the study of Spane and Mackley (2011) than for Barometric or Earth Tide responses. 

Spane and Mackley (2011) argue that if another stressor, like barometric pressure, is to be removed, 
this should be done in a sequential manner, starting with the most influential stressor. Others (e.g., 
Toll and Rasmussen, 2007; Rau et al., 2020) have removed two stressors simultaneously and so did we 
here. We acknowledge that this may have not been addressed well enough in the manuscript and we 40 
implemented changes accordingly (see responses to minor comments below). 

The method of regression deconvolution is not well recognized in coastal hydrogeology, even though 
it may be very useful to establish system understanding of coastal aquifers. Research concerned with 
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obtaining system understanding through the stressor sea level mainly focuses on spectral analysis 
(thus frequency-domain focused methods) of groundwater signals in response to ocean tides to 45 
estimate aquifer properties like hydraulic diffusivity from tidal constituents (e.g., Bye and Narayan, 
2009; Rotzoll et al. 2008, 2013; many others are outlined by Spane and Mackley, 2011). This approach 
typically relies on an analytical solution of Ferris (1952) for tidal propagation in an aquifer and is only 
applicable to unconfined aquifers when certain assumptions are fulfilled (observations far from the 
shoreline, tidal range in observation well is only small fraction of aquifer thickness, mainly horizontal 50 
flow). For Norderney, none of these requirements are fulfilled for example. Trglavcnik et al. (2018) 
additionally used storm flood signals for hydraulic aquifer characterization. In conclusion, the stressors 
ocean tides and storm events present in sea-level time series have mostly been analyzed separately. 

The time-domain focused regression deconvolution may provide two relevant opportunities for future 
research in coastal hydrogeology: 55 

1. Enable hydraulic characterization of coastal aquifers based on regression deconvolution which can 
use the combined information of stresses at all time scales present in the groundwater signal, 
instead of only one (e.g., ocean tides or storm floods), independent of the assumptions required 
by analytical solutions. 

2. Allow the extraction of a temporally highly-resolved groundwater recharge signal which is 60 
typically obscured by the strong sea-level influences at coastal sites near the shoreline. This can be 
relevant as groundwater recharge information, especially at a high temporal and spatial resolution 
is often extremely difficult to obtain. 

Therefore, there may not be the need for a technical note for every stressor, but the coastal 
hydrogeology community may benefit from the guidance provided in this technical note on how to apply 65 
the method at coastal groundwater observation sites and the further research opportunities this method 
potentially provides should it be more recognized in the community. 

We agree that the motivation for the technical note should be outlined more clearly and therefore we 
revised the objective in the introduction (from Line 32 on): 

“The objective of this work is to (i) provide a generic formulation for regression deconvolution, 70 
(ii) demonstrate […] unconsolidated sediments, and (iii) illustrate how the method is useful for 
coastal groundwater systems.” 

The assumption of linearity and time invariance of the response is important but probably hardly ever 
fulfilled by field data. As outlined in our responses below (minor comments), the response characteristics 
may differ if storm events are present. However, if two time series contain similar sea-level stresses, the 75 
response is comparable in our data set.  Regarding linearity, Spane and Mackley (2011) point out (citing 
Smith, 2008; Reilly et al., 1987) that the linear approximation can hold true for a nonlinear system under 
certain conditions (changes in saturated aquifer thickness due to the periodic flow are comparably 
small). As a coastal aquifer is a nonlinear system regarding sea-level propagation, we added information 
regarding this. For Norderney, we assume the linear approximation to be adequate as the saturated 80 
aquifer thickness is likely at around 400-450 m (Haehnel et al., 2023). Following information was added 
in Lines 226-236, also including discussions regarding nonlinearities as outline by RC2 for Lines 235-245 
in the originally submitted manuscript (see below): 

“While regression deconvolution assumes a linear response of groundwater levels to the 
external influence (cf. Section 2.2), i.e., sea levels, it can be assumed that the response to ocean 85 
tides is nonlinear due to the changes in aquifer thickness and the low-pass filter effect of the 
aquifer sediment (e.g., Nielsen, 1990; Rotzoll et al., 2008). The latter causes amplitudes of lower-
frequency tidal constituents to be attenuated less with increasing distance to the shoreline than 
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higher-frequency ones (Trefry and Bekele, 2004). Further, the phase shift of lower-frequency 
tidal constituents in the sediment is slower than for higher-frequency ones (Rotzoll et al., 2008). 90 
Additionally, higher-harmonic tidal constituents (i.e., shallow water tidal constituents) are 
generated within the aquifer sediment introducing another source of nonlinearity (Bye and 
Narayan, 2009). 

Smith (2008) reported that linear approximations for periodic flow can be adequate if the 
changes in saturated aquifer thickness were comparably small, and Reilly et al. (1987) stated a 95 
temporally variability of maximum 10 % as a rule of thumb for nonlinear influences. With a tidal 
range of 2.44 m asl (cf. Section 3.1) and an approximate aquifer thickness of 400 to 450 m 
(Haehnel et al., 2023), linear approximation seems valid here.” 

 

Minor concerns: 100 

 Lines 85:88 “It is recommended to perform the deconvolution using the first differences of the 
measurements, leading to Eq. 5 becoming ∆y = β ∆X. This removes the effect of persistent trends in 
the data and therefore avoids a bias in the regression (Rasmussen and Crawford, 1997; Butler Jr. et al., 
2011). “ It is also possible to prefilter data or include a background trend term(s) in the regression 
equation. I would probably not include the difference formulation as a recommendation, but can 105 
mention why you did it.  In general if appropriate data is available the analysis can be done on non-
differenced data.  It also avoids the correction required in line 89. 

Thank you for pointing this out. We changed the paragraph’s phrasing accordingly (Lines 96-100): 

“The deconvolution was performed using first differences of the measurements, […]. To avoid 
spurious influences […], the mean of the corrected time series was matched to the uncorrected 110 
one.” 

The reason for using first differences is outlined in Line 96 (trend removal).  
 

 The term “corrected” is used throughout. While this is commonly used and has been defined before, it 
suggests that the raw water level is in error. I prefer, the water level with the ___ component(s) 115 
removed. 

While we agree with the possible perception of “corrected” as stating the original time series was 
erroneous, the alternative formulations using “removed” are often cumbersome and prevent concise 
formulations. To address this and clarify the use of the term “corrected”, we added in Lines 93-95: 

“The term “corrected” is used in this work and in the literature regarding regression 120 
deconvolution in the sense of “the influence of a process on the time series was removed”. The 
use of the term “corrected” does not suggest any kind of error in the original time series.” 

 With different length maximum lags you are comparing response functions based on different time 
periods, you may want to say this or highlight the applicable analysis length. It might not be important 
with long datasets and relatively short lags, but in shorter length datasets it may be important. Also if 125 
the relationship isn’t strictly LTI it can be an issue. 

Please refer to our response to the comment below regarding the reproducibility of the ORF for 
smaller portions of the time series. 
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 Perhaps mention how ocean tides and barometric pressure are spatially variable. What is the 130 
influence of the tide monitoring location and weather monitoring location. Is it important for this 
study?  

The spatial variability should not be a concern for this study, but we agree that this should be 
mentioned. 

Barometric pressure observed at Norderney is very similar to such observed at other meteorological 135 
stations nearby in absolute values and dynamics. We therefore compared the data from Norderney 
with the data from the two closest meteorological stations “Wittmund” (located on the main land, ca. 
39 km south of Norderney) and “Leuchtturm Alte Weser” (located in the German Wadden Sea, ca. 66 
km west of Norderney). Cross-correlation analysis of these datasets show little temporal offsets to 
Norderney (maximum correlation at time lags ≤ 2 h). Linear regression analysis showed barometric 140 
pressure has no discernable offset from Norderney at station “Wittmund” and ca. 6 cm H2O at station 
“Leuchtturm Alte Weser”. Given that these differences occur at a scale of tens of kilometers, the 
spatial difference of ca. 1.5 km between the meteorological station and the observation wells should 
not be relevant. 

We updated Figure 2 in the manuscript to additionally show the location of the two aforementioned 145 
meteorological stations and add the following text following Line 181: 

“The spatial distance of ca. 1 and 2.5 km between the meteorological station and the 
groundwater observation wells should not affect the results of this study as the barometric 
pressure typically varies at larger spatial scales (cf. Appendix A).” 

For the sea-level data, we compared the data from tide gauge “Norderney Riffgat” with tide gauge 150 
“Spiekeroog” located ca. 35 km east of Norderney. Cross-correlation shows that the maximum 
correlation is found at a time lag of 33 min so that the time difference between the shore segments 
closest to the observation wells and the tide gauge should be in the order of minutes (well below the 
measurement time interval). 

Figure 2 in the manuscript was updated to additionally show the location of tide gauge “Spiekeroog” 155 
and the following text was added after Line 188: 

“The spatial distance of the tide gauge from the shoreline segments closest to the observation 
wells should not affect the results presented here, because the temporal offset of the sea-level 
signal at these shoreline segments compared to the tide gauge is in the order of a few minutes, 
much shorter than the sampling interval of 1 h used in this study (cf. Appendix A).”  160 

We added Appendix A containing further details on the topic (Lines 346-363): 

 “Appendix A: Spatial variability of barometric pressure and sea levels 

The hourly barometric time series data from the meteorological station on Norderney was 
compared to data from stations “Wittmund” (ca. 39 km from Norderney) on the main land (DWD 
Climate Data Center (CDC), 2023b) and “Leuchtturm Alte Weser” (ca. 66 km from Norderney) in 165 
the German Wadden Sea (DWD Climate Data Center (CDC), 2023a) (Figure 2b). Figure A1 shows 
the data of these stations plotted against the data from Norderney and the results of a linear 
regression analysis performed on these data sets. Data from Norderney and Wittmund are very 
similar with only little offset, while the data from “Leuchtturm Alte Weser” is offset from data 
from Norderney by around 6 cm H2O. Cross-correlation analysis shows largest cross-correlations 170 
between Norderney station and “Wittmund” at a time lag of 0 h and for “Leuchtturm Alte 
Weser” at 2 h. Due to the similarities of the data collected at these stations which have spatial 
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differences of tens of kilometers, we assume that spatial variability of barometric pressure at the 
scale of the study area is negligible. 

 175 

Figure A1. Comparison of barometric-pressure (𝑃) data collected at the meteorological station on Norderney (𝑃NY) 
and (a) “Wittmund” (𝑃WM) as well as (b) “Leuchtturm Alte Weser” (𝑃AW) (cf. Figure 2b). Shown are results of a linear 
regression analysis performed on the data as well. 

The sea-level data with 1 min time increments from tide gauge “Norderney Riffgat” was 
compared to sea-level data from tide gauge “Spiekeroog” (WSV, 2021b) to assess the time shift 180 
of the tidal signal to expect along the shoreline of the islands (Fig. 2b). The tide gauge on 
Spiekeroog is located approximately 35 km east of the tide gauge on Norderney (Fig. 2b) and 
should thus lag behind the time series observed on Norderney (Malcherek, 2010). Cross-
correlation analysis of the sea-level time series from Norderney and Spiekeroog shows the 
maximum correlation at a time lag of 33 min. Thus, the sea-level signal observed on Spiekeroog 185 
commonly lags behind the signal observed on Norderney ca. half an hour. Concluding, the 
temporal offset between tide gauge “Norderney Riffgat” and the shoreline segments close to the 
groundwater observation wells can expected to be in the order of a few minutes.” 

All other Appendices and references to them were renumbered accordingly throughout the 
manuscript. 190 
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 162:163 “Tidal data were downsampled to hourly intervals for subsequent analysis.” Readers may be 
interested in how - dropping non-matching values or other decimation procedure. 

The sentence in Lines 186-188 was rephrased to make the procedure clearer: 

“Tidal data were downsampled to hourly intervals for subsequent analysis by discarding 195 
observation time points that did not match the sampling times of groundwater and barometric 
pressure data, which were collected at each full hour.” 

 183:184 “The precipitation response of BS3 and NY-10 is discernible in mid-August 2019, where 
groundwater levels increase despite a lack of change in sea levels.” Did you calculate a response 
function for these? If not why not? 200 

We opted not to include a precipitation response function in our study due to the complexities 
involved in quantifying the additional impact of precipitation on groundwater recharge and 
evapotranspiration. Discussing this aspect in depth would have significantly extended the manuscript, 
as it would entail delving into the intricate mechanisms by which precipitation translates into 
recharge, especially in unconfined aquifers with shallow groundwater tables. In such scenarios, both 205 
evapotranspiration from the unsaturated zone and the saturated zone are pertinent considerations. 

Our primary focus in this manuscript centers on the removal of sea-level influences from 
groundwater-level time series. As outlined in the manuscript, this approach allows us to isolate the 
groundwater recharge signal within the time series, effectively eliminating other external factors. This 
successful isolation was demonstrated in our study with observation wells BS3 and NY-10. 210 

It is important to note that the time series, once cleaned of all influences except recharge, can 
potentially be used to calculate recharge values. However, delving into this aspect would open up an 
entirely new avenue of investigation beyond the scope of our intended objective. Such an exploration 
would have extended the manuscript beyond the confines of what is typically expected in a Technical 
Note published in HESS, which is designed to be concise and focused. 215 

 187 “Periodic and aperiodic sea-level fluctuations” consider simplifying to “Sea-level fluctuations” 

We would like to keep the formulation because it highlights that both ocean tide influences as well as 
meteorological/storm related influences can be removed simultaneously. 

 How reproducible are the response functions when calculated for different portions of the dataset? 

When using less than a year of the dataset, the response functions are not necessarily reproducible. 220 
Since different time scales of the stressor are relevant for the ORF (here ocean tides and storm 
floods), the dataset should be long enough to contain all these time scales if a time-invariant response 
is desired. For Norderney, the storm events occur almost exclusively during the winter season. Should 
the dataset not cover such a period, the ORF might look different and the maximum time lag required 
to remove the influence of sea levels may be shorter as mostly ocean tides are relevant then. We 225 
found that time series portions without storm floods present yield smaller maximum ORF values. This 
is not a shortcoming of the method, but actually highlights that the ORF responds to the stresses 
present in the sea-level time series. 

We added an additional figure showing oceanic response functions for shorter portions of the time 
series, updated Figure 3, and discussed the results and implications of this in accordance to Brookfield 230 
et al. (2017) in Lines 258-272: 

“Besides the distance to coast and aquifer hydraulic properties, the characteristics of the sea-
level fluctuations within the analyzed time period are relevant for the shape of the ORF 
(Brookfield et al., 2017). For Norderney, the most prominent change in sea-level characteristics is 
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the presence of storm floods during the winter half year and the general lack of them during the 235 
summer as well as the generally higher variability of non-tidal sea-level components during 
winter and autumn (trend line in Fig. 3a). Figure 5 shows ORFs calculated for subsets of the one-
year time series of 182.5 days and 73 days with different starting dates (time frames covered are 
indicated in Figure 3ac). The ORFs are relatively close in shape to the ORF of the entire time 
series, when winter and/or autumn are covered, i.e., they cover either the start or end of the 240 
one-year period. When no time frame with pronounced variability in the non-tidal sea-level 
component is covered, the maximum ORF value tends to be smaller than that of the entire time 
series (orange line in Fig. 5b, Figs. S1 to S9), which resembles the then weaker influence of sea-
level fluctuations on the groundwater levels (see Appendix C for more details).  

In the case of the 73-day time series starting in Early-June 2019 (orange line in Figure 5b), sea 245 
levels show no pronounced variation beside ocean tides (Figure 3a). Accordingly, the 
instantaneous coefficients start fluctuating around zero earlier than for the other time series 

(Figure 5b), indicating a shorter memory 𝑚SL of around 48 h. In conclusion, the ORF seems to be 
time invariant as long as the stresses covered by the individual time series are comparable. 

 250 
Figure 5. Oceanic Response Functions (ORF) for BS3 with a time series length of (a) 182.5 days and (b) 73 days. The 
black response functions and instantaneous coefficients show the results of the analysis of the complete one-year 
time series (Figure 4a). Colors indicate the time difference of the starting point of the shorter time series from the 
starting point of the complete time series. Note that not all analyzed response functions are shown (cf. to Fig. S5 and 
S8). The starting dates of the analyzed time series are displayed by white stripes in the colorbars. Time frames covered 255 
by the time series corresponding to the ORFs shown are displayed in matching colors in Figure 3ac.” 

Figure numbering throughout the manuscript was updated accordingly. 

Appendix D was added to the manuscript to further explain the topic by analyzing the given time 
series for smaller intervals (Lines 396-412): 

 “Appendix D: Oceanic Response Function at different time series lengths 260 

The Oceanic Response Function (ORF) was calculated for smaller portions of the time series from 
1 November 2018 to 31 October 2019 to check the dependence of the results on the length of 
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the time series. Analyzed time series lengths were 328.5 days (90 % of the original time series, n 
= 2 samples with different starting points), 292 days (80 %, n = 3), 255.5 days (70 %, n = 4), 219 
days (60 %, n = 5), 182.5 days (50 %, n = 6), 146 days (40 %, n = 7), 109.5 days (30 %, n = 8), 73 265 
days (20 %, n = 9), and 36.5 days (10 %, n = 10). Starting time points of the time series were 

defined every 36.5 days from 1 November 2018 on. The ORF memory 𝑚SL of 150 h for BS3, 250 

h for NY-10, and 48 h for SN12-1 as well as the BRF memory 𝑚BP of 24 h for all monitoring wells 
was kept unchanged for the analysis. All calculated ORFs are displayed in Figs. S1 to S9.  

The maximum value of the ORF depends on the length of the time series and the time frame 270 
covered (Fig. D1). Especially for BS3 and NY-10 there also seems to be a dependence on the 
starting date of the time series, independent of the time series length (Fig. D1ab). For SN12/1, 
there seems to be a stronger interdependence between starting time point and time series 
length, where shorter time series that have an earlier starting date show largest max(ORF) 
values.275 

 

Figure D1. Maximum values of the Oceanic Response Function (max(ORF)) as a function of starting date of the time 
series and time series length for (a) BS3, (b) NY-10, and (c) SN12-1. Contour lines indicate the percentage of a time 
series within the time frame from 1 April 2019 to 31 August 2019, where the non-tidal sea-level changes are small (cf. 
Fig. 3a). Only the lower triangle of the plots are filled as in the upper one time series would exceed the end of the 280 
studied time frame on 31 October 2019. Bounds of the colorbar are the 5th and 95th percentile of all max(ORF) values 
shown in this figure. 

For all three monitoring wells, the max(ORF) values are generally smaller when a time series only 
covers the time frame from 1 April 2019 to 31 August 2019, where non-tidal sea-level variability 
is smaller than in winter and autumn (Fig. D2, cf. Fig. 3a). This effect is less pronounced at NY-10 285 
because it is further from the shore and thus the non-tidal sea-level changes have less effect on 
the groundwater levels at this location (Fig. 3d). 
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Figure D2. Distribution of the maximum values of the Oceanic Response Function (max(ORF)) for the three monitoring 
wells. Shown are boxplots for all time series shown in Fig. D1 ("all"), for time series which are not entirely within the 290 
time frame from 1 April 2019 to 31 August 2019 ("< 100 %"), and for time series completely within this time frame 
("100 %").” 

We included Figures showing the ORFs of all calculated partial time series from Appendix D as 
Supplementary Material. 

The following information was added to the conclusions section from Line 337 on: 295 

“The ORF shape depends on the stresses being present in the sea-level time series and are 
only similar for different time frames, i.e., time invariant, when the stresses of the time 
frames are similar. A time frame containing storm events may yield a different ORF than a 
time frame were ocean tides are the most prominent sea-level influence.” 

 The ocean tide data also includes a barometric related component which may be worth mentioning 300 
more directly. This could influence the analysis when barometric pressure and ocean tides were used 
as it now ends up having correlated data. 

Agreed. This cross-correlation existing between the sea-level signal and the barometric pressure 
signal violates the assumption that inputs are independent of each other (Lines 73-74). The 
barometric pressure influence is present in the groundwater time series 1) by direct vertical 305 
influence, with possibly smaller time lags, and 2) by indirect horizontal influence via the sea levels, 
with possibly larger time lags. One option would be to perform a regression deconvolution on the 
sea-level data first using the barometric pressure time series. However, the barometric pressure 
influence carried by the sea level signal would still be present in the groundwater-level time series 
and may be erroneously mapped to the barometric response function then. 310 

The barometric response functions at the observation wells have rather small values, so that we 
expect the vertical influence of the barometric pressure to be much smaller than the indirect 
horizontal influence through the sea-level signal. 

We added a paragraph to outline this in Section 2.1 (Lines 53-57) and updated Figure 1 to show that 
also sea levels are influenced by barometric-pressure changes: 315 

“Note, that changes in barometric pressure also affect sea level (Boon, 2011), so that barometric 
influence is introduced into groundwater-level time series of coastal aquifers in two principal 
directions: (i) vertically, through the direct influence of changes in barometric pressure, and (ii) 
horizontally, through the indirect influence of barometric pressure on the sea level, which is 
carried through the aquifer with the propagating ocean tide signal (Figure 1). Hence, the 320 
barometric influence affects groundwater levels at different time lags from the vertical and 
horizontal component, respectively.” 

The caption of Figure 1 was supplemented with: 

“Dotted-grey lines indicate the indirect influence of barometric pressure through sea levels on 
the groundwater levels.” 325 

Further changed/added were: 

 Lines 216-217: Reformulated, “Periodic and aperiodic sea-level as well as barometric-
pressure fluctuations were removed from groundwater-level measurements […]” 

 Lines 188-189 in the originally submitted manuscript: Deleted “The simultaneous removal 
of barometric-pressure influences was tested as well, but instantaneous coefficients 330 

�̂�BPwere insignificant.” 
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 Line 189-190 in the originally submitted manuscript: Moved “This is consistent with shallow 
water tables and high air permeabilities in the sandy surficial deposits that promotes rapid 
equilibration of aquifer heads (cf. Table 1 and Fig. 3).” to the paragraph starting in Line 277 
(see below). 335 

 Line 243: Change heading to “3.4 Response Functions” 

 Lines 254,282: Updated the slightly changed values of maximum ORF. 

 Line 277: Added a paragraph, “The Barometric Response Functions (BRF) for BS3 and NY-10 
deliver small values and instantaneous coefficients start fluctuating around zero for 𝜏 > 0 h 
for BS3 and 𝜏 > 4 h for NY-10 (Fig. 6ab). Thus, the response to barometric-pressure changes 340 
is instantaneous (smaller than the measurement interval, BS3) or relatively fast (NY-10). This 
is consistent with shallow water tables and high air permeabilities in the sandy surficial 
deposits that promotes rapid equilibration of aquifer heads (cf. average depth to water table 
in Table 1) (Rasmussen and Crawford, 1997).” 

 Table 1 was supplemented by two additional rows “Average groundwater table [m asl]” and 345 
“Average depth to water table [m]” to provide a quantitative measure for the statement 
above. A new figure (Figure 6) was added to the manuscript, showing the BRF as a function 
of time lags, to state the barometric influence clearer in general, instead of only stating that 
direct barometric influence on the groundwater levels was very small. 

 350 
Figure 6 Barometric Response Function (BRF) for (a) BS3, (b) NY-10, and (c) SN12/1 with with corresponding 

instantaneous coefficients �̂�BP. Vertical error bars indicate an uncertainty of one standard error for the 
Barometric Response Function (Appendix B). 

 

 Line 287: Added “Further, the BRF of SN12/1 shows a pronounced periodic pattern at ca. 2 355 
cpd.” 

 Line 317-322: Added paragraph, “The oscillating BRF of SN12/1 (Figure 6c) is likely a result of 
the groundwater extraction signal not being present in the regression deconvolution. A 
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similar pattern was observed by Patton et al. (2021) in their analysis of barometric-pressure 
and Earth-Tide response of groundwater levels in a coastal aquifer regarding ocean tides 360 
(they termed this shape “peaked”). In their study, they did not consider sea-level 
fluctuations and the semi-diurnal ocean tide pattern mapped to the BRF. The oscillation in 
the BRF of SN12/1 is likely mixed semi-diurnal/diurnal because the tidal constituents S1 and 

S2 introduced by groundwater extraction are not removed at given memory 𝑚SL = 48 h 
(Figure C2c).” 365 

 In the ocean response functions, did you compensate for salt water density? Might be worth 
mentioning if you did or didn’t and how it might affect the response function numbers. 

No, we did not compensate for salt water density. The variable-density effects are commonly 
considered negligible when concerned with propagation of ocean tide signals in coastal aquifers 
(Ataie-Ashtiani et al. 2001; Slooten et al., 2010) and most studies presenting analytical solutions for 370 
ocean tide propagation do not consider density effects (e.g., Nielsen 1990; Li et al., 2000; Rotzoll et al., 
2008).  

Regarding sea levels: Calculating freshwater heads for the sea-level time series would change the 
magnitude of the signal but not the timing. The associated error would be in the order of a few 
percent of the tidal amplitude, likely substantially less than other uncertainties. Further, the entry 375 
point of the seawater into the aquifer is not a discrete point but spread over the sub- and intertidal 
zone most of the time. Thus, in the current approach, some kind of average elevation for the aquifer-
ocean connection would have to be defined. This would offset the absolute values of sea level by a 
constant factor and would thus be eliminated again when long-running trends are removed by first 
differencing or another kind of trend removal prior to the analysis. 380 

Regarding groundwater hydraulic heads: All observation wells presented in this study are located 
within the freshwater lens of Norderney and thus measured heads are freshwater heads. 

Overall, we do not see any potential effect of salt water density on the response function but agree 
that the arguments presented above should be briefly mentioned in the manuscript. We included the 
following information: 385 

 Lines 175-176: “All three observation wells are screened entirely in the freshwater lens of the 
island.” 

 Lines 135-138: Added paragraph, “Note that there is a density difference between seawater 
and freshwater when applying Eq. (14) with sea levels present in Δ𝑋. Density correction of 
hydraulic heads is typically achieved by calculating so-called freshwater heads (Post et al., 390 
2007). Correcting measured sea-level data this way would result in a constant offset from the 
original time series which would be eliminated by the trend removal via first differencing of 𝑋. 
Therefore, such a correction was not applied here.” 

 A key aspect of this is the linear time invariant assumption. I think you should mention this in the 
applicability portion of the conclusions. 395 

Regarding the time-invariant assumption, the text added to the conclusion regarding the different 
portions of the time series analyzed (Line 337-341) mentions this topic (see comment above 
regarding reproducibility of the time series). 

Regarding the linearity assumption, we added the following (Lines 339-341): 

“In the case of Norderney, the assumption of a linear response of groundwater levels to sea-level 400 
influences will likely be valid approximately resulting from the small changes in saturated aquifer 
thickness introduced by the sea-level fluctuations (Reilly, 1987; Smith, 2008).”  
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 There is no interpretation of the responses. Given that the ocean tides can be considered similar to 
other surface water bodies - it is likely very similar to a river response function analysis (Brookfield et 
al, 2017). Interpreting temporal variations in river response functions: an example from the Arkansas 405 
River, Kansas, USA 

Thank you for the literature suggestion. In the manuscript, we state the reasons for the different 
responses to sea levels at the different monitoring wells in Lines 253-257. Further interpretations 
were added according to our response to the comment about reproducibility of the ORF for shorter 
portions of the time series. 410 

Considering Brookfield et al. (2017), we also added the information that the oceanic response 
function can change with time as a result of the variable characteristics of the sea-level influence 
(Lines 246-248): 

“Also note that each well has a unique ORF which can also vary with time as a result of 
temporally variable characteristics of the sea-level influence (Brookfield et al., 2017).” 415 

Figure suggestions: 

Figure 4: Were ocean levels converted to freshwater head for the comparison? If the goal of this figure is 
to highlight the signal with the ocean response removed, you may want to make this the focus by using a 
smaller vertical range for these. Right now they are somewhat obscured by the large y-axis range. I’m 
not sure it is necessary to repeat the ocean levels and precipitation on each facet and I would probably 420 
just have them in separate facets.  This also improves readability by not having dual axes. A subset of the 
total time can also be helpful. 

No, the sea levels were not converted to freshwater heads (cf. to our response above). 

We agree that the outline of Figure 4 is not optimal as is. We therefore merged Figures 3 and 4 into a 
single Figure showing the stressors as in Figure 3ab and all groundwater-level time series shown in Figure 425 
3c and Figure 4 in a separate panel for each monitoring well. We did not include additional subsets of the 
time series as we believe the major arguments can be followed from the updated figure and this 
technical note already has many figures. 

The caption of the adapted Figure 3 was adjusted to the changed content. And the figure numbering was 
updated throughout the manuscript. 430 
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Figure 3. Time series of (a) sea level, (b) barometric pressure and cumulative daily precipitation, and observed as well as 

corrected ground-water levels in (c) BS3, (d) NY-10, and (e) SN12/1. Oceanic Response Function memories 𝑚SL are 150, 250, 

and 48 h, respectively, while the Barometric Response Function memory 𝑚BP is 24 h for each monitoring well. Trends of sea and 
groundwater levels are shown as well in (a) and (c-e). Colored, horizontal bars in (a) and (c) indicate the time frames covered by 435 
shorter portions of the time series for which the ORF was calculated (Fig. 5). 
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Figure 5: Perhaps you want to comment on the oscillations in the response function – what frequency 
and the potential causes – method related, noise related. 440 

The oscillations visible are at a frequency of approx. 4 cpd for BS3 and NY-10 and at variable between 
roughly 2.67 and 2 cpd for SN12/1. A spectral analysis (FFT and HALS) was performed on the 
groundwater-level time series with sea-level and barometric pressure influences removed. This analysis 
shows that the main frequencies that remain in the groundwater-level signal match the S1 and M4 tidal 
constituents. Further, frequencies around 2 cpd are present as well. 445 

The S1 constituent originates from the pumping pattern of the production wells as shown in the 
manuscript for SN12/1, where it is very prominent. Since the island is small the pumping pattern is 
present in the groundwater-level time series throughout the island but at a much smaller amplitude at 
BS3 and NY-10. 

The shallow water tidal constituent M4 likely originates from the generation of higher harmonics of the 450 
major tidal constituents in the sediment of the aquifer (Bye and Narayan, 2009). The amplitude of the 
generated constituent depends on the amplitude of its base frequency and the phase shift likewise on 
the phase shift of its base frequency (Bye and Narayan, 2009). Since M2 is the dominating tidal 
constituent at the study site, its first higher harmonic M4 is very likely to be generated in the aquifer and 
thus present in the time series analyzed here. Since this generated M4 is not present in the sea-level 455 
time series it will not be removed by the regression deconvolution, just like the influence of pumping. 

Comparing FFT and HALS results shows that the frequencies around 2 cpd do not exactly match the 
major semi-diurnal tidal constituents. Thus, we assume this to be noise. 

This additional information is potentially interesting to readers, therefore we changed the heading of 
section 3.5 to “Revealing groundwater extraction and aquifer-generated tidal constituents” and added 460 
the above mentioned information to this section (Lines 298-316): 

“While the pattern of groundwater extraction is clearly visible in the groundwater-level time 
series of SN12/1, this influence is also present at monitoring wells BS3 and NY-10. To show this, 
amplitudes of frequencies between 0 and 12 cpd were extracted from the corrected 
groundwater-level time series using HALS analysis (cf. Appendix C) and the Fast Fourier 465 
Transform (FFT) with a Hanning window (Figure 8). This shows the daily groundwater extraction 
pattern strongly enhances the S1 tidal constituent at SN12/1 to around 6 cm (Fig. 8c) compared 
to an amplitude of around 0.8 cm present in the ocean-tide signal (Fig. C1). For BS3 and NY-10, 
the amplitude of tidal constituent S1 introduced by groundwater extraction is much smaller due 
to the larger distance to the production wells (Figure 8ab). 470 

The groundwater extraction signal is one of the causes of the small amplitude, high-frequency 
oscillations remaining in the corrected groundwater level time series (Figure 3cd) and the 
oscillation visible in the instantaneous coefficients of the regression deconvolution (at ca. 4 cpd, 
cf. Figure 4ab) of BS3 and NY-10. The second source of the oscillations is the generation of the 
shallow water tidal constituent M4 within the aquifer as a result of the propagation of the tidal 475 
signal in the sediment (Bye and Narayan, 2009, cf. Section 3.3). It is generated as the higher 
harmonic of the M2 constituent, which is the dominating tidal constituent at the study site (Fig. 
C1), so that the amplitude and phase lag of the generated M4 constituent depend on the 
amplitude and phase lag of the ocean tide M2 constituent (Bye and Narayan, 2009). For the large 
amplitude of the ocean tide M2 constituent (Figure B1), the amplitude of the generated M4 480 
constituent is still discernible from noise in the data at the monitoring wells (Figure 8). Further, 
there is noise present in the corrected time series for frequencies between 0.5 and 3 cpd which 
cannot be attributed to major tidal constituents (Figure 8), but parts of it may be attributed to 
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the frequency-dependent amplitude attenuation and phase shift of the different tidal 
constituents within the aquifer sediment (cf. Section 3.3).” 485 

We included an additional figure (Figure 8) showing results of the spectral analysis (FFT and HALS) of the 
corrected groundwater-level time series (amplitude over frequency) to outline the presence of S1 and 
M4 in these time series.  

   

Figure 8. Amplitudes found in the corrected groundwater-level time series for frequencies between 0.5 and 4.5 cpd 490 
obtained with Harmonic Least Squares (HALS) analysis and Fast Fourier Transform (FFT) for (a) BS3, (b) NY-10, and (c) 
SN12/1. The HALS data shows tidal constituents as outlined in Fig. C1. Note the different y-axis scales on each panel. 

 

Figure 6: I don’t think I would highlight the pumping times with the grey boxes in A.  It makes it seem like 
this is actual data. If you include it, I would clearly annotate on the figure to say inferred. 495 

The grey boxes were deleted from Figure 6 and the figure caption was updated accordingly. 
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HESS questions 

 Does the paper address relevant scientific questions within the scope of HESS? Yes 500 

 Does the paper present novel concepts, ideas, tools, or data? The tools, concepts, and ideas are 
well developed previously, data and the relationships are new for this site. 

 Are substantial conclusions reached? Yes/No 

 Are the scientific methods and assumptions valid and clearly outlined? Yes 

 Are the results sufficient to support the interpretations and conclusions? Yes 505 

 Is the description of experiments and calculations sufficiently complete and precise to allow their 
reproduction by fellow scientists (traceability of results)? Yes 

 Do the authors give proper credit to related work and clearly indicate their own new/original 
contribution? Yes 

 Does the title clearly reflect the contents of the paper? Yes 510 

 Does the abstract provide a concise and complete summary? Yes 

 Is the overall presentation well structured and clear? Yes 

 Is the language fluent and precise? Yes 

 Are mathematical formulae, symbols, abbreviations, and units correctly defined and used? Yes 

 Should any parts of the paper (text, formulae, figures, tables) be clarified, reduced, combined, or 515 
eliminated? See comments 

 Are the number and quality of references appropriate? Yes 

 Is the amount and quality of supplementary material appropriate? The supplementary data and code 
are good. I don’t know that the appendix B is necessary. 

We would like to keep Appendix B (now Appendix C) especially when keeping in mind the community of 520 
coastal hydrogeologists. Appendix B shows in detail at which time lags ocean tides would be removed, 
further elaborating on the statement in Lines 255-257. This gives guidance regarding system memory 
when aperiodic events are less common at a study site or if the studied time frame does not include such 
events. While this may seem obvious when familiar with regression deconvolution, we think it may be a 
helpful addition to the main points of the manuscript for coastal hydrogeologists. Further, Appendix B is 525 
now even more referred to in the manuscript following the changes applied in response to the 
comments of this review.  
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Response to RC2 from Rachel Housego 
This manuscript applies a linear regression deconvolution to remove ocean-driven water fluctuations 

from groundwater heads observed at different three different locations and depths across the barrier 530 

island. After removing the ocean-driven forcing the residual groundwater fluctuations are used to 

understand recharge and pumping responses on the island. Overall, I think the paper is well-written, the 

figures are easy to interpret and it was interesting to see how well the timing of the fluctuations in the 

corrected time series did coincide with the pumping schedule. I think some of the methods and 

conclusions would benefit from adding some additional context about what is unique about applying 535 

these functions in a coastal setting to further differentiate it from other papers manuscripts that have 

applied similar techniques. With some additional clarification I think this manuscript will make a nice 

contribution to HESS. See specific comments below. 

Thank you for your time reviewing the manuscript as well as the constructive and helpful comments 
provided. In the following, you find our responses to your comments, which are color coded with blue 540 
for neutral, green for agreement, orange for partial agreement, and red for disagreement. 

A lot of work (although not yet applied in coastal settings) has been done using transfer function noise 

models, which is also a convolution-based method for groundwater time series analysis but presumes a 

fixed shape of the response function. I think it would be worth citing some of this work and noting the 

difference in the methods. 545 

Collenteur, R. A., Bakker, M., Caljé, R., Klop, S. A., & Schaars, F. (2019). Pastas: open source software for 
the analysis of groundwater time series. Groundwater, 57(6), 877-885. 

We added an explanation of the difference between the regression deconvolution method and transfer 

function noise (TFN) modeling and include appropriate references. It points out that regression 

deconvolution does not rely on the a-priori assumption of the response function (e.g., Gamma 550 

distribution), but rather estimates the response function directly from the data, i.e., the shape is not 

predefined by a chosen response function model, which is of advantage for gaining process 

understanding. 

The added paragraph is found in Lines 139-144: 

“Besides regression deconvolution, transfer function noise models are used to model 555 

groundwater-level time series from time series of stresses (e.g., groundwater recharge, 

groundwater extraction, sea levels) using convolution (e.g., von Asmuth et al., 2002; Collenteur 

et al., 2019; Bakker and Schaars, 2019) and to estimate unknown stresses from groundwater-

level time series (e.g., Collenteur et al., 2021; Pezij et al., 2020). The method differs from 

regression deconvolution in that the response function is pre-defined with a fixed shape, 560 

typically by a probability density function like the Gamma distribution (Collenteur et al., 2019), 

and not obtained through the data itself.” 
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Neglecting wave set-up likely causes an issue in removing the oceanic effects on water levels, especially 

during surges. For more see the following papers and references therein. 565 

da Silva, P. G., Coco, G., Garnier, R., & Klein, A. H. (2020). On the prediction of runup, setup and swash on 

beaches. Earth-Science Reviews, 204, 103148. 

Stockdon, H. F., Holman, R. A., Howd, P. A., & Sallenger Jr, A. H. (2006). Empirical parameterization of 
setup, swash, and runup. Coastal engineering, 53(7), 573-588. 

We agree that waves may affect the oceanic response function. However, due to the high frequency of 570 

wave action, these effects would have very little to no effect on the data observed at the monitoring 

wells in this study. This is due to the low-pass filtering of the sediment which cancels the influence of 

high-frequency wave action over propagation distance. Wave setup can contribute significantly to 

groundwater table overheight also induced by tidal motion (Nielsen, 1990; 1999), but the oceanic 

response function focusses on the time-series dynamics rather than more persistent offsets such as is 575 

caused by wave-induced overheight.  

We included an explanation with a recommendation to include wave-setup data when analyzing 

groundwater-level time series close to the shoreline (Lines 237-242): 

“Besides ocean tides, waves can have a pronounced impact on near-shore groundwater-level 

dynamics (e.g., Nielsen, 1999; Housego et al., 2021). Due to the generally high-frequency of the 580 

wave dynamics at the shoreline (e.g., Stockdon et al., 2006; Hegge and Masselink, 1991) and the 

low-pass filter properties of the aquifer sediment (e.g., Rotzoll et al., 2008; Trefry and Bekele, 

2004), waves can be assumed not to impact the groundwater-level dynamics at the monitoring 

wells in this study, which are several hundreds of meters from the shoreline (cf. Table 1). 

However, the influence of wave dynamics on groundwater levels may be relevant at beach sites 585 

or sites closer to the shoreline.” 

How does the ORF behave in the frequency domain? Is it consistent with what is known about how 

ocean driven water table fluctuations propagate through the subsurface, e.g. longer wave periods 

propagate faster and attenuate less? 

We note that ORFs are not comparable with frequency domain analysis. With the given memory of the 590 

ORF (48 h, 150 h, and 250 h), the ORFs are too short for a reliable frequency domain analysis, like Fast 

Fourier Transform, as spectral leakage would prevent meaningful interpretation. Figure B2 in the 

manuscript shows that different time lags are required to remove different tidal constituents 

successfully; e.g., the diurnal constituent O1 is removed less successfully than the semi-diurnal M2 

(amplitude ratio of O1 is larger than that of M2 at all memories). This is related to the differing 595 

propagation properties of the tidal constituents, where O1 is less attenuated than M2. Since this non-

linearity is introduced within the aquifer, it cannot be fully removed from the groundwater-level time 

series using regression deconvolution. As mentioned further below (in response to the comment on 

Lines 235-245 in the originally submitted manuscript), we added this information in the discussion of the 

results. 600 

Also in response to a comment of RC1 regarding Figure 5, we added an additional Figure showing the 

amplitudes in the frequency domain of the corrected time series (Figure 8). This shows that all major 

tidal constituents but S1 and the shallow water constituent M4 are successfully removed from the 

groundwater-level time series. 
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How sensitive are the ORF parameters to the storm? There is only one in the data set, if it is removed 605 

how different is the maximum time lag at each well?  I think it may be possible that the maximum time 

lag is heavily influenced by the intensity and duration of the surges in the data set and if a more extreme 

event was measured that parameter may be different. 

We agree that the presence of storm events is relevant, and we included more information about this in 

the revised manuscript. Please refer to our response to RC (comment “How reproducible are the 610 

response functions when calculated for different portions of the dataset?”). We added a figure (Figure 5) 

and additional explanation pointing out the relevance of storm events for the shape of the ORF (Lines 

258-272). 

Would there be any benefit to applying the tidal constituents and the moving-averaged trend as 

separate drivers/would the residual be different if you took that approach? 615 

This could be beneficial if one was only interested in the response to storm events for example. Then 
extracting a trend time series using a filter designed to remove ocean tides from time series could make 
sense. This trend time series could then be analyzed using regression deconvolution to obtain the 
response to storm events and other non-tidal sea-level influences. The residuals would look different if 
only a single sea-level influence (i.e., ocean tides or storm events) were removed because one of the 620 
drivers would remain in the signal. Separating the drivers could generally make sense depending on the 
question at hand. Since this technical note is concerned with removing the entire sea-level influence, this 
is beyond the scope of this manuscript. 

What concerns are there for overfitting and aliasing with this approach? 

Regarding overfitting, the concerns would be the same as for linear regression analysis. Thus, the 625 

number of parameters (here, time-lagged input time series) should be (substantially) less than the 

number of data points. In the case of regression deconvolution, “too many” parameters would result in a 

lot of corresponding regression coefficients fluctuating around zero. This can introduce spurious 

fluctuations to the corrected time series. 

Regarding overfitting we added the following paragraph to the manuscript (Lines 273-276): 630 

“Note, that generally the maximum number of time lags (i.e., number of instantaneous 

coefficients) used in the regression deconvolution should only constitute a small portion of the 

number of time steps present in the analyzed time series to avoid overfitting. Thus, systems with 

longer memory require longer time series to produce meaningful response functions. In our case 

for example, the longest required memory of 250 h is around 3 % of the one-year time series.” 635 

Regarding aliasing, the sampling frequency should be such, that all relevant ocean tide constituents can 

be captured in the observed time series. Since the memory (maximum time lag) depends on the tidal 

frequencies and storm events present, sampling intervals exceeding a threshold may lead to misleading 

ORF shapes and imprecise time lag information in general. Due to the strong attenuation of high 

frequency tidal constituents (i.e., shallow water tidal constituents), the sampling interval of 1 h used in 640 

this study should suffice to avoid such issues. Besides, with the respective Nyquist frequency at 12 cpd in 

this case, the most relevant shallow water tidal constituents would also not cause an aliasing issue in this 

case.  
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We added a sentence about this to the manuscript (Lines 171-173): 645 

“At the given time series length of one year, time increments of one hour are generally sufficient 

to capture the tidal constituents present at the study site (Schweizer et al., 2021).” 

Would the generated ORF function have the ability to forecast future groundwater levels based on ocean 

water level time series? Under what environmental conditions would this not work as well? 

While interesting, this is beyond the scope of this technical note but would be worthwhile investigating 650 

in a future contribution. If all relevant sea-level stressors (here: ocean tides and storm events) are 

present in the time series the ORF is derived from and this time series is long enough to cover the 

variability of these stressors, it should generally be possible to forecast groundwater levels. As other 

forecasting methods that rely on training data and statistical models, environmental conditions not 

present in the training data could pose a challenge to the forecast. Thus, should general characteristics 655 

of tides and storm events change in the future, forecasts calculated based on regression deconvolution 

would probably not be reliable. 

Line 235-245 I think this is presented as being too generally applicable to all coastal environments 

however some field studies have shown non-linear responses to ocean forcing, developing skewness and 

asymmetry in the water table fluctuations that I do not think this method would be able to remove. 660 

E.g. Raubenheimer, B., Guza, R. T., & Elgar, S. (1999). Tidal water table fluctuations in a sandy ocean 
beach. Water Resources Research, 35(8), 2313-2320. 

In addition to the discussion of the linearity assumption as outlined in our response to the moderate 

concern comment of RC1, we also mentioned the changing shape of the propagating ocean tide signal in 

the aquifer as a result of the different attenuation and phase shift properties of tidal constituents at 665 

different frequencies and due to the generation of higher harmonic tidal constituents in the aquifer 

sediment (Bye and Narayan, 2009) (paragraphs added in Lines 226-236). This potentially also adds to the 

noise present in the corrected time series, that cannot be explained from other sources, which is 

mentioned in addition to discussions introduced following RC1 on Figure 5 in Lines 299-316. 

We reformulated the paragraph of the conclusions referenced in this comment as follows (Lines 329-670 

336): 

“Our findings expand the range of applications for regression deconvolution by enabling the 

characterization and mitigation of external perturbations impacting groundwater levels. These 

perturbations encompass barometric pressure, Earth tide, river stage fluctuations, and now, 

oceanic influences. Our methodology is well-suited for analyzing data obtained from 675 

groundwater monitoring in oceanic and coastal aquifers. This capability is instrumental in 

enhancing our understanding and sustainable management of these critical water systems. 

Future research endeavors should prioritize a systematic exploration of how hydraulic processes 

(e.g., modulation of tidal signals within aquifer sediments) and properties (e.g., hydraulic 

diffusivity) in coastal aquifers affect Oceanic Response Functions. Additionally, estimating 680 

response functions linked to groundwater extraction becomes an important area for 

investigation once suitable data becomes available.” 
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Further technical corrections 
Affiliation: The word “University” in the affiliation of author “Patrick Haehnel” had to be changed to the 685 
German word “Universität” according to new guidelines of University of Oldenburg regarding affiliation 
statements. 

Figure 2: The country code for Austria was wrong (“AU”) and corrected to “AT”. A box was added in (b) 
to outline the spatial extent of (c). In (b), “Wangerooge” was missing the final letter “e” which was 
included in the updated version. In the figure caption “Haehnel et al. (under review)” was changed to 690 
“Haehnel et al. (2023)” as the article is published now. In the caption a misplaced “from” was deleted. 

Figure C1: Replaced “groundwater” with “groundwater-level” in figure caption. 

Table 1: Was adapted to fit in a single column. No content changes were made besides the ones 
mentioned in the responses to reviewer comments. A “the” was added in the caption. 

Equations: Harmonized use of brackets around equation numbers throughout the manuscript. 695 

Equation 14/Line 133: There was a erroneously placed subscript “i” for variable t in “Δ𝑋𝑝(𝑡𝑖 − 𝜏𝑘)” 
which was removed. “GW” was corrected to non-italic font. 

Lines 12-13: Added “, saline” to be more precise. 

Line 13-14: Replaced “these fluids” with “fresh- and saltwater”. 

Line 28: Replaced “groundwater” with “groundwater-level”. 700 

Line 127: Replaced “characterises” with “characterizes”.

Line 157:  Deleted comma before “and”. 

Line 173: Replaced “these” with “the”. 

Line 196: Added “related to Norderney” to be more precise. 

Line 197: Replaced “have” with “were converted to” to be more precise. 705 

Line 198: Comma after “filter” was removed. 

Line 214: Added “to early-October 2019” to be more precise. 

Line 244: Replaced “Ocean” with “Oceanic”. 

Line 287: Added “(cf. Sect. 3.5)”. 

Line 326: Replaced “characterising” with “characterizing”. 710 

Line 342: Deleted “barometric and” due to changes implemented in the manuscript regarding BRFs. 

Line 368-369: Added “The same procedure applies to the BRF.” due to changes implemented in the 
manuscript regarding BRFs. 

Lines 371-372: Replaced “groundwater levels” with “groundwater-level time series”. 

Lines 414-415: Included “An online application (MUFACO: Multi-Factor Correction of Groundwater 715 
Levels) to calculate multi-factor regression deconvolution and obtain response functions for multiple 
stressors is available under https://groundwater.app/app-mufaco/.” 

Lines 420-421: Updated the funding statement to “Research for this work was funded by the German 
Federal Ministry of Education and Research (BMBF, Bundesministerium für Bildung und Forschung, 
project "Water at the Coasts of East Frisia, WAKOS", funding reference number 01LR2003E)”. No change 720 
of the funding source just a more precise mentioning of the funder and the funded project. 
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Lines 421-422: Updated the APC funding sentence to the requirements of the University of Oldenburg: 
“Published with the help of the DFG-funded Open Access Publication Fund of the Carl von Ossietzky 
University Oldenburg.” 

Lines 430-431: Corrected the reference for Barlow et al. (2003). 725 

Lines 448-453: The reference for hourly pressure and precipitation data from the DWD was split into a 
separate reference for each variable since we noticed upon checking the references that they were 
obtained through different URLs and thus constitute two distinct datasets. 

Lines 462-463: The reference of Falkland (1991) was corrected. 

Lines 472-473: The reference to the hydrogeological model of Norderney was updated to the now 730 
published article. 

Lines 490-491: Corrected the reference for Li et al. (2004). 

Lines 498-500: Corrected the reference for NLWKN (2021). 

Lines 549-550: Corrected the reference for Spane (2002). 

Zenodo repository: Was updated with the additional analyses introduced for the revisions. Reference 735 
and DOI was updated accordingly. 
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