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REPLY 

(Note: In the text below, Referees’ comments were copied verbatim in black.) 

I would like to thank the Editor for handling the manuscript and the Reviewers for their feedback. 
In the following, point-by-point responses are reported in blue. Changes in the manuscript are 
highlighted in blue as well. Responses below update and/or complement the content of preliminary 
replies to Reviewers’ reports. 

 

REPLY ON EDITOR’S REPORT 

Dear Francesco Serinaldi, 

Thank you for posting your replies online to the comments of the three referees. The reviewers, 
experts in their fields, evaluated the manuscript with different recommendations, ranging from 
minor revisions to rejection of the paper. Reading the manuscript once again, as well as their 
comments and your replies, I believe the paper can be ultimately accepted for publication in HESS 
after considerable revisions are made. 

The reviewers raised several critical points on different aspects that I would kindly ask you to 
consider. A common comment, which you also refer to in your reply, is that the text requires some 
polishing to better explain the goal, rationale, and outcomes of the cases you examined. Maybe 
consider simplifying the text in such a way that non-statistical experts (most hydrologists I would 



argue) could be able to understand the question in hand and methodology in their first read of the 
text. 

I am looking forward to receiving and reading the revised version of the manuscript. Please also 
provide a detailed point-by-point reply to all of the comments of the reviewer. The manuscript will 
be then sent for a second round of expert evaluation. 

Sincerely, 

Nadav Peleg 

 

Response  
Dear Editor, 

Thanks again for handling the manuscript and allowing me to revise it. 

The heterogeneity of the recommendations is not so surprising as this type of papers is generally 
quite controversial and divisive. In fact, their scope is to promote the scientific debate. 

Concerning the presentation, I attempted to better clarify the aim of the manuscript as well as some 
technical details. This resulted in: 

- New title.  
- Expanded introduction. 
- New Section 4.4. 
- Updated Figures 2 and 9, and Table 1.  
- New Section S3.   
- Several changes throughout the text. 

Nonetheless, I am not sure that the text can be simplified much more. As mentioned in my responses 
to Reviewers, all technicalities are reported in the Supplement to keep the discussion focused on 
conceptual/epistemological aspects, which should be easy to grasp for anyone.  

In my opinion, the used methods are not very difficult or sophisticated (they have been around for 
years or decades), but I recognize that they can look “new” or “complicated” to non-experts. 
Nonetheless, technicalities are just instrumental to deliver a very simple message that is 
understandable even without statistical knowledge, that is, what really matters are not specific 
models/methods we use, but how we use them. In particular, any analysis is unavoidably 
misinterpreted if we analyze data neglecting the rationale of scientific method.  

In this respect, there is no need to fully understand technicalities. It is sufficient to understand that 
the same (or similar) methods applied to the same data can yield contrasting results depending on 
if we apply those methods according to the rationale of scientific method or neglecting it. 

I hope that the revised version of the paper conveys this message to non-experts as well. For those 
who would be interested in technicalities, a second reading and/or further study of such methods 



and models is suggested, and perhaps required. In this respect, Supplement and references provide 
plenty of resources.  

  



REPLY ON RC1 (DR. G. MASCARO’S REPORT) 

As well summarized in the title, the main goal of this paper is to demonstrate the importance of 
accounting for spatio-temporal dependence on the frequency of precipitation extremes when 
investigating the possible presence of non-stationarity. The paper is motivated, in part, by a recent 
study by Farris et al. (2021) who performed analyses of long-term daily precipitation records 
covering several regions of the world to investigate the importance of serial correlation and field 
significance in trend analysis. In the manuscript under review here, most of the analyses of Farris et 
al. (2021) are repeated using alternative models and approaches that the author believes are more 
correct for the purpose. The main critiques raised by the author against the work of Farris et al. 
(2021) are (1) the adoption of the INAR(1)-Poisson and Non-Homogeneous Poisson (NHP) models 
to simulate time series that reproduce realistic stationary autocorrelated series and uncorrelated 
series with trends, respectively; and (2) the use of statistical tests to detect trends (and in general 
the ‘standard’ approaches used in the literature on trend analyses). To pursue his main goal, the 
author presents figures and analyses aimed at showing (and erroneous proving) that:  
• The INAR(1) and NHP used in Farris et al. (2021) are not proper models of count time series 
of over-threshold (OT) daily precipitation (P) series since they do not capture the marginal 
distribution of the dataset.  
• The hypothesis of no-trend is verified in all cases using the Iterative Amplitude Adjusted 
Fourier Transform (IAAFT) model after the power spectrum is bias corrected to account for the 
sample size and the field significance is considered.  
• The Beta-Binomial (BB) distribution parameterized through the empirical spatial, temporal, 
and spatiotemporal linear correlation structure of the binary process of daily OT P occurrences 
captures the distribution of annual OT counts. Since the binary process used to parameterize the BB 
is assumed stationary by the author, it is concluded that there is no need to apply any trend test.  
 
Response  
I think that such a summary does not describe the actual content of the manuscript very well.  

• I criticize the misuse of INAR(1) and NHP to draw conclusions about their own 
assumptions and/or alternative assumptions, neglecting the effect of such 
assumptions on the models themselves, their inference, and the interpretation of 
results. 

• The paper does not verify any hypothesis; conversely, it shows the logical fallacy of 
attempting to use specific models and tests to check their own assumptions. In the 
present context, statistical tests are used only to show their inconsistency. 

• There is no logical link between using a Beta Binomial distribution (and/or the stationary 
assumption) and the need to perform whatever statistical test. Such a link or conclusion 
is not stated anywhere in the paper. What I state throughout the paper (and discuss in 
detail in section 6.2) is that the outcome of any statistical test is redundant as it just 
confirms what is expected from its own assumptions (and underlying models). Using 
trend tests in the context of unrepeatable processes is uninformative even if we assume 
non-stationarity, non-homogenous Poisson (NHP) models, or whatever else. 



Let me summarize once again the content of the paper: it attempts to clarify the practical 
consequences of neglecting the epistemological rationale of statistical inference, which is as follows 
(e.g., Aitken, 1947; Cramér, 1946; Papoulis, 1991, von Storch and Zwiers, 2003): 

1) Make assumptions. 
2) Build models and make inference accounting for the effect and consequences of those 

assumptions. 
3) Interpret results according to the nature of the adopted models and their assumptions. 

Most of the literature on trend analysis of (unrepeatable) hydroclimatic processes, including the 
work by Farris et al. and Reviewer’s report, seems to neglect such a rationale and switches stage 1 
with stage 2, resulting in the following fallacious procedure: 

1) Select several models and methods based on different and often incompatible 
assumptions. 

2) Make inference neglecting the constraints imposed by the different assumptions. 
3) Interpret the results attempting to prove/disprove models’ assumptions.        

This approach, which corresponds to a widespread mechanistic use of statistical methods/software, 
suffers from logical fallacies. It neglects that models cannot be used to prove/disprove their own 
assumptions in the same way a mathematical theory cannot prove/disprove its own axioms and 
definitions. This is because those models and theories are valid only under those assumptions, 
axioms, and definitions. Of course, such models cannot even be used to prove/disprove alternative 
assumptions as they might not even exists under those alternative hypotheses. 

The paper compares the proper approach to statistical inference with its fallacious counterpart and 
shows practical consequences using a typical trend analysis of precipitation data as an example. 
Even if the paper focuses on the data and analysis presented by Farris et al., the discussion is valid 
for many similar works approaching data analysis in the same (questionable) way.    

For the sake of further clarity, let me summarize how flawed inference logic impacts on the first 
step of the analysis reported in the paper, i.e. the selection of the marginal distribution, which is a 
typical exercise familiar to any hydrologist: 

In a proper application of statistical inference (as it should be), we can consider for instance the 
following cases: 

Case 1 

- Assumption: precipitation occurrences are assumed to be consistent with a stationary 
and independent process. 

- Under these conditions:  
o Poisson distribution is a suitable candidate for the marginal distribution of count 

process (of over-threshold occurrences).  
o If one wants, standard Goodness-of-Fit (GoF) tests (such as Kolmogorov-

Smirnov, Cramer-von Mises, etc.) can be applied. 



- Graphical and numerical results can say if Poisson is a defensible model under 
stationarity and independence. If Poisson does not fit satisfactorily, this does not 
prove/disprove its assumptions; in fact, there can be another distribution that works 
well under the same assumptions.    

Case 2 

- Assumption: precipitation occurrences are assumed to be consistent with a stationary 
and dependent process. 

- Under these conditions: 
o we expect overdispersion because of dependence. The Poisson distribution is 

known in advance not to be a suitable model from theoretical perspective. 
Therefore, we should consider some distribution allowing for overdispersion 
(e.g. negative Binomial, beta Binomial, etc.).  

o In this case, GoF tests should account for variance-inflation of the test statistic 
due to dependence. 

- Also in this case, empirical results do not prove/disprove any assumption; they just say 
if the adopted models provide a satisfactory description of data within the desired 
tolerance. 

Case 3 

- Assumption: precipitation occurrences are assumed to be consistent with a 
nonstationary and independent process. 

- Under these conditions: 
o we expect overdispersion because of non-stationarity. Indeed, in this case, every 

observation is assumed to come from different distributions. For example, if we 
assume that the rate of occurrence linearly increases in time, data might be 
assumed to come from a set of Poisson distributions with different rate 
parameter. Therefore, the resulting overall distribution is mixed/compound 
Poisson, which is over-dispersed. Such a distribution is not even unique, as it 
depends on the time window where it is computed.  

o In this case, GoF tests cannot be applied to raw data because a unique 
(population) mixed Poisson does not exist, and such test can be applied at most 
to filtered (detrended) data (e.g., Coles, 2001) to check the behaviour of the 
conditional distribution, which is considered unique under the assumption that 
the filtered data are conditionally stationary (and a unique conditional 
distribution does exist). 

- Also in this case, empirical results do not prove/disprove any assumption, as the results 
are valid only under the assumptions used to make inference. 

To summarize, following the rationale of statistical inference, both model selection and inference 
depend on the assumptions we make. Of course, we can use different assumptions (cases 1-3 
above), develop the complete inference for each one (accounting for the corresponding 



constraints), and eventually choose the framework based on parsimony, accuracy, and generality of 
results. What we cannot do is mix up models and tools that are valid under some assumptions in a 
different context and for different assumptions. 

Such a misuse (corresponding to the fallacious approach mentioned above) is precisely what is 
routinely used in (too) many papers and generates logical contradictions and paradoxes.  

For example, Farris et al. use the Chi-square and Kolmogorov-Smirnov (Lilliefors) GoF tests 
concluding that the Poisson distribution cannot be rejected for more than 95% of cases at the 5% 
global significance in all cases (thresholds and samples sizes). Therefore “the Poisson distribution is 
adopted as the parent distribution of count time series”. However, their subsequent analysis is based 
on two models (INAR and NHP) that correspond to two assumptions (dependence and non-
stationarity) that are incompatible with both Poisson distribution and the application of GoF tests 
as done in their Section 3.2.  

Indeed, under such assumptions (dependence and non-stationarity), the distribution is expected to 
be over-dispersed. More precisely, under dependence, we have variance inflation, while under non-
stationarity the distribution is not unique and it can be over-dispersed mixed-Poisson, at most. In 
other words, if the parent distribution of raw count data is assumed to be Poisson, NHP cannot be 
an option and vice versa: the same data cannot be simultaneously Poisson and mixed-Poisson, equi-
dispersed and over-dispersed. This would violate the principle of non-contradiction… unless we 
make the assumption that the precipitation is well described by quantum mechanics, and 
Heisenberg’s indetermination principle is acceptable at such spatio-temporal scales.  

Such a logical contradiction raises from neglecting the fact that (i) candidate models are different 
under different assumptions, (ii) such assumptions also impact on the form and interpretation of 
GoF tests, and (iii) outcomes of GoF tests under a specific assumption (e.g., dependence) are not 
valid under alternative assumptions (such as independence or non-stationarity). 

The focus of the paper and responses below is on these issues extended to all the steps of the 
analysis of precipitation data.  

New title, abstract and expanded introduction better clarify the scope of the paper and its 
organization. 

 Value of the BB distribution for the time series of annual counts {Zi}  

While I understand the reasonings of adopting the BB as a reasonable distribution to represent the 
correct marginal distribution of stationary time series of counts that exhibit serial correlation, I 
disagree with the author attempts to show that this is also true from the practical point of view by 
comparing it with the Poisson distribution in Figures 2 and 3. I have separate concerns related to 
these figures. 
  
Scatterplot between mean and variance of Z 
In Figure 2, the author presents scatterplots between the mean and variance of Z for the observed 
OT samples along with those of synthetic samples obtained from Poisson, NHP, and BB models. I 



tried to reproduce Figure 2 for OT above the 95% empirical quantiles and reported results in Figure 
R1. I first point out that the mean of the observed samples should not vary, because it is prescribed 
by the quantile adopted for x*. For the 95% empirical quantiles, it should be x* = (1 – 0.95)*365.25 
= 18.2625. This is not the case in Figure 2 of the paper, where the mean exhibits a negatively skewed 
spread around the expected value of 18.2625. Based on my interpretation, which I used to generate 
Figure R1, this is an artifact caused by the fact that the author did not account for the presence of 
repeated values in the {Xj} series when applying the condition (Xj > x*) to ultimately compute {Zi}. 
Note that a positively skewed spread for the mean (essentially, a mirrored version of the spread in 
Figure 2) is instead obtained by applying the condition (Xj ≥ x*). 

 
That said, I produced Figure R1 by (i) estimating the parameter/s of each model separately on each 
observed sample, and (ii) generating a sample with the same size as the observation with the 
estimated parameter/s. This approach mimics what the author indicated in the caption: “Observed 
values are compared with those corresponding to simulated samples from Poisson, NHP, and Beta-
Binomial (BB) distributions”. If one follows this approach, one random generation of the synthetic 
samples of the three models should result in a sampling variability for the mean larger than that of 
observations and symmetric around the expected value defined by the 95% threshold (by the way: 
note that, in Figure R1, the variability of mean and variance is the same for the Poisson variates, as 
expected). In Figure 2 of the paper, the means of the randomly generated samples have instead 
exactly the same range as the observations. This is incorrect. 
 
Response 

- x* is the threshold of the precipitation intensity process, whereas 18.2625 is the 
theoretical expectation of the number of over-threshold occurrences over 365.25 time 
steps (Bernoulli trials). 

- I recognize that the text might be not clear enough. Obviously, the orange points in Fig.2 
are not the coloured points that the Reviewer reports in his Fig. R1 (indeed, the diagrams 
are obviously different).  
Let me explain. If we simulate 100 values from a Poisson distribution, the sample 
average is obviously characterized by large variability. To properly link the sample 
variances of the simulated samples with the parent distributions for effective 
visualization, we can choose different strategies. For example: (1) plotting the variance 
of the simulated sample versus the mean of the observed sample (i.e., the parameter of 
the generating Poisson/NHP/BB distribution), or (2) simulating B time series for each 
location (e.g., B=100), then plotting the averages of the B values of mean and variance 
(along with their ranges) or (3) plotting directly observed variances vs simulated ones.  
The first approach is what is reported in the original submission, as it provides very 
simple and clear representation, while the second method is used to create the figure 



below (which is used in the revised manuscript), where the orange dots denote the 
averages over 100 simulations for each location, and the vertical and horizontal lines 
the range around those averages. 

 
The third method yields the figure below. 
 

 
One can see that the three approaches provide the same message: Poisson and NHP do not describe 
the observed variability. Is BB perfect? No, of course: it is just a model. However, BB works much 
better than Poisson and NHP. 
So, why do Reviewer’s single “random generations” look different from the observed “cloud” of 
points? Because the 1106 observed means are not random samples from a set of Poisson/NHP/BB 
distributions (obviously), but the parameters (expectations) of the Poisson/NHP/BB models used to 
simulate and resulting from a thresholding procedure.  
 



Do things change if we extract events such that the average number is exactly 18.2625 events/year? 
No, really. Both variances of Z (see figure below) and CDFs (not shown) do not change very much. 
 

 
 
Therefore, independently of OT selection and diagnostic diagrams: 

1) the number of OT occurrences is over-dispersed, as expected from theoretical 
considerations. 

2) Poisson and NHP cannot describe overdispersion, and they are not suitable models for these 
data. 

3) If the marginal distribution is assumed to be Poisson (in contrast with empirical evidence), 
data cannot be modelled with NHP because the marginal distribution cannot be 
simultaneously Poisson and mixed-Poisson (this is a logical contradiction… at least in classic 
mechanics). For NHP, one could check conditional Poisson behaviour, at most. 

4) Whatever additional analysis based on Poisson or NHP models (as those reported for 
instance by Farris et al.) is uninformative, as it relies on models that do not describe the 
observations. 

 
CDFs of observed samples and fitted distributions  
Apart from the issue indicated above, Figure 2 (and Figure R1 above) shows that, for several cases, 
the variance of the observed samples is larger than the mean. The one-parameter Poisson 
distribution is unable to fully capture this spread, while, as well known, a two-parameter distribution 
like the BB can be fitted to reproduce both the mean and the variance. To further prove the point 
that the BB is a better distribution, the author presents in Figure 3 cumulative distribution functions 
(CDFs) and differences in probability of observed and fitted distribution (I believe). However, the 
author did not explain how that figure was created. What are the lower and upper limits and how 
were they calculated?  
 
Response 
Please read L316-317: “We compare ECDFs Fn(z) with the CDFs FP(z) and FβB(z) of Poisson and 
βB models, respectively. Probability plots are complemented with diagrams of the differences 
(Fn(z)−Fmodel(z)) versus z.” 



Interval calculation is standard: take the 1106 CDFs, calculate the 1106 probability values 
corresponding to a set of quantiles, and calculate minimum, mean (or median), and maximum 
probability (or pointwise CIs) for each quantile. Alternatively, one can draw the 1106 CDFs (as 
further discussed below). The resulting diagram (see Fig.3b, reported below for convenience) shows 
that the ensemble of BB distributions can describe the global over-dispersion characterizing the 
observed samples reasonably well. On the other hand, the Poisson distribution cannot. Of course, 
these results are consistent with the foregoing mean/variance diagrams. 
        

 
 
 
More importantly: can we clearly say that the two-parameter BB distribution provides a large 
improvement compared to the one-parameter Poisson distribution when looking at panels (e) and 
(f) of Figure 3 in the paper? Since I could not understand it well, I compared, for some representative 
gages (selected based on an equiprobability criteria to fairly explore all possible behaviors), the 
empirical CDF of Zi and the CDFs of the fitted Poisson and BB distributions (see comment 3.1 
regarding how parameters of the BB were estimated). I chose the gages based on the variance of Zi, 
whose empirical CDF across all gages is shown in Figure R2. I picked the gages with variance 
associated with a cumulative frequency, F, close to 0.1, 0.2, 0.3, …, 0.9. Results are shown in Figure 
R3: these graphical diagnostics (which the author recommends using in general) indicate that the 
two distributions are not markedly different, even for the largest values of the variance. This is also 
quantified by the values of the Cramer-von Mises goodness-of-fit metric (without any penalty) 
provided in the legend, which are very similar despite the BB distribution having an additional 
parameter compared to the Poisson, ranging from 8 to 22 for BB and from 9 to 24 for Poisson fitting. 
In addition, the variability of such metric does not seem related to the variance of Zi, suggesting that 
the gain of applying the BB against the Poisson when the variance of Zi becomes increasingly larger 
than the mean is negligible. Therefore, for most cases, a parsimonious one-parameter distribution 
like the Poisson does not seem to do a bad job when characterizing the frequency of the empirical 
counts as compared to the BB (as proposed by the author), which depends on two parameters, and 
thus should be properly penalized in any comparison. 



 
 
Response 

- Diagrams are powerful tools either to emphasize evidence or to conceal it. Using nine 
separate figures with a variable range of the x-axis tends to conceal the fact that the 
Poisson distribution shows (almost) no variability compared with the BB.  

- A fairer visualization is possible by drawing the nine samples in the same panel. Panels 
(a) and (b) in figure below provide such a fairer comparison, showing that the BB model 
allows for capturing the observed variability of the lower/upper tails of the empirical 
distributions (over-dispersion), while the nine Poisson distributions are almost identical 
(they are identical if we use the rule of extracting events such that the average is exactly 
18.2625 events/year). 

- More importantly, the comparison of panels (a) and (b) with panels (c) and (d) in figure 
below show that the nine time series selected by the Reviewer are not representative of 
the over-dispersion of the 1106 time series. When we consider the whole sample, the 
difference between BB and Poisson is more evident (obviously).  

- Drawing conclusions from the 0.8% of data is rather questionable, especially if we can 
easily look at the whole sample (by proper diagrams). For sure, the 0.8% of data are far 
from being “most cases”.  



 
- Reporting values of test statistics is uninformative as they are distance metrics affected 

by their own sampling variability. They can be compared only when they are associated 
to their p-values or the statistical test is non-parametric (i.e., the sampling distribution 
of the test statistics does not depend on the tested distribution), which is not the case 
here. 

- Of course, roughly speaking, reporting p-values would mean performing a GoF test. In 
this respect, the Reviewer does not even need to report such information because Farris 
et al. already concluded that the Poisson model would be a good distribution for the 
whole sample. However, such conclusions contradict the evidence reported in the 
foregoing figures as well as the p-values reported in Fig. 4 of the paper (for three different 
GoF tests), which indicate that the Poisson distribution should be rejected up to 53% 
(as expected) when using a more powerful test for Poisson hypothesis.      

- Parsimony: BB is not a distribution selected among a bunch of models by playing with 
GoF tests (as routinely done in the literature). BB is one of the models theoretically 
justified under some specific assumptions, which are deemed to be reasonable for the 
process at hand. This means that, if it works, it is expected to do so over a range of 
spatio-temporal scales in the same way any sound mathematical theory or physical 
model is expected to work in a range of situations. In this respect, the foregoing figures 
along with Figs. 3, 11, and 13 clearly show that such models work at least from daily to 
annual scale and from at-site to global scale. Such figures are reported below for the 
sake of convenience, as some reader can find some evidence in them. 



 
 

 
 

   
Why is bias correcting the power spectrum needed?  
The author mentions the use of bias correction of the power spectrum, assuming the presence of 
fractional Gaussian noise, as described in the Supporting Information. However, the author did not 
properly explain nor demonstrate why this is needed for the series at hand and the level of 
subjectivity associated with the choice of the bias correction method. In Figures R4-R9, panels (a) 
and (b) show examples of time series for a few randomly picked synthetic samples along with the 
upper and lower limits and the median serial correlations of 10,000 synthetic samples generated 
without any bias correction. If the lag-1 serial correlation ρ1 is used to measure the strength of the 
serial correlation structure, it is important to mention that ρ1 < 0.2 (0.3) for the Zi of ~90% (97%) of 
the gages. Gages with values of 1 up to 0.3 are reported in Figures R4-R7. For these cases, the 
autocorrelation function of the synthetic samples does not seem to be affected by any bias. Some 
bias starts appearing for stronger serial correlation structures, as shown in Figures R8 and R9. 
However, the time series of Figures R8 and R9 clearly show an increasing trend that induces those 
strong correlations… While one of the main concerns raised by the author is the subjectivity that is 



often adopted to choose trend forms, the reasons why the bias correction was applied is not 
motivated in the paper, nor it is shown the effectiveness of the bias correction across several 
strengths of the autocorrelation. I also wonder how, in Figure 9, results look like for the case of 
IAAFT without bias correction plus false discovery rate (FDR) test. 
 
Response 
Following the rationale of statistical inference, bias correction is not subjective and is not even an 
option, but a necessity resulting from the assumption of dependence.  
If we assume “dependence”, we know a priori that the estimators of ACF and spectrum are biased 
when the estimation rely on short samples. This is well known and widely discussed in the cited 
literature (e.g., Marriott and Pope, 1954; White, 1961; Wallis and O’Connell, 1972; Lenton and 
Schaake, 1973; Mudelsee, 2001; Koutsoyiannis, 2003; Koutsoyiannis and Montanari, 2007; 
Papalexiou et al., 2010; Dimitriadis and Koutsoyiannis, 2015; Serinaldi and Kilsby, 2016a). 
 
Let me use an example familiar to the Reviewer (Mascaro 2018, JH). The problem of ACF/spectrum 
bias is analogous to that of the estimation of the shape parameter of GEV/GP models for short 
samples. In these cases, estimates might point to apparent exponential tails; however, such a 
behaviour might be consistent with heavy tailed population models. In other words, short samples 
from heavy tailed models can look “exponential”. Therefore, taking the rough estimates as the 
“truth” might be a mistake.  
According to the rationale of statistical inference this does not allow us to conclude that the 
analyzed process is “heavy tailed” or “exponential” or something else: it just means that under the 
assumption of heavy tails, we can obtain short-sample behaviour coherent with the observations; 
therefore, if we assume heavy tailed models, we must correct for the estimation bias. 
The take-home message (that the paper attempted to deliver) is that the choice and the use of 
estimators depend on the assumptions we make; we cannot use the same estimator/method under 
different assumptions, because it might be not valid. 
 
Going back to precipitation data, under dependence, empirical ACF and power spectrum are known 
to be rather unreliable estimators for short samples (in the same way estimators based on product 
moments might be inferior in terms of bias and variance to L-moments in hydrological frequency 
analysis). Therefore, we used the climacogram as a benchmark estimator, as it is known to perform 
better in these circumstances, allowing for bias correction, etc. In other words, the ACFs shown in 
fig. R4-R9 are like the estimate of the shape parameter of a GEV distribution made by product 
moments estimators and neglecting bias correction.  
The key point, which is systematically missed in the literature, is that the inference on 
indices/measures of dependence implies that we assume (implicitly or explicitly) that dependence 
does exist, and therefore inference should be made accordingly (accounting for its effects). The 
same holds for non-stationarity: if we make inference for non-stationary models, we already assume 
that non-stationarity is in play; this means for instance that single population moments (mean, 
variance and covariance) might not exist. As shown below, estimating the ACF for an observed 
sample under the assumption of non-stationarity (e.g. under NHP) makes no sense, because 
population ACF depends on time, and the estimate over a sample is not representative of any 
theoretical counterpart (like the sample average estimated for instance from a sample drawn from 
a Cauchy distribution).   
 
That said, contrarily to what stated by the Reviewer, Fig. S1 in the supporting material (reported 
below for convenience) shows the climacogram for two extreme situations that cover the whole 



spectrum of cases: Figure S1a,c show a case where bias correction is negligible, while Fig. S1b,d 
shows an opposite case where the time series looks strongly correlated.      

 
 
Finally, the Reviewer states “However, the time series of Figures R8 and R9 clearly show an 
increasing trend that induces those strong correlations…” 
Saying that the trend induces autocorrelation means assuming (implicitly, at least) that the process 
is non-stationary and autocorrelation is an artifact. This is legitimate. However, what about the 
other way around? Could not that “trend” be an effect of dependence? 
Referring to the series GM00004115 of Fig. S1, the figure below shows some simulations from IAAFT 
and NHP (with linearly increasing rate of occurrence): Are we sure that the observed data linearly 
increase? Which approach describes the observed low-frequency fluctuations better?  
 
Based on the analyses reported in Reviewer’s report, we should conclude that the second case 
(stationarity) is not realistic because it does not agree with INAR(1) results. However, the 
fundamental questions are:  

- Can we rely on a model (INAR(1)) that does not even describe the observed marginal 
distributions? 

- is INAR(1) (or whatever specific model) representative of the assumption of stationarity-
dependence (and the corresponding infinite models)?  

- Are INAR(1) structure and related inference compliant with the consequences of the 
assumption of dependence?  

 
Please note that I am rather neutral about the use of stationary or non-stationary assumptions, as 
they are just modelling frameworks commonly used to describe inherently unknown/unrepeatable 
physical processes. 
My criticism is about the lack of coherent and proper use according to the rationale of statistical 
inference, thus resulting in unscientific conclusions. In other words, using non-stationary models is 
fully legitimate (of course), but the whole inference procedure should be done accordingly 
accounting for all the effects of such an assumption, and results cannot be used to discard 
alternative assumptions, as these generally require other models and alternative inference 
methods. 
 



Finally, Figure 9 has been updated to consider the case required by the Reviewer (biased ACF with 
FDR). Of course, the revised figure provides the same message. 
 

 
 
 
Can the IAAFT model be used to generate the null distribution of a trend test?  
Another concern that I have is whether the IAAFT model is appropriate for generating the null 
distribution of a trend test. I estimated the slopes of the linear regression ϕ (which can be 
considered a proxy of a trend test metric, being a first order expansion of any trend behavior) for 
10,000 synthetic samples generated by the (stationary, but correlated) IAAFT, as suggested by the 
author, and plotted the empirical density function. Then, I did the same with the (stationary 
uncorrelated) Poisson distribution, as a reference. Panels (c) of Figures R6-R9 show that the null 
distribution of ϕ is bimodal for the IAAFT. Under the hypothesis of stationarity, we should expect a 
symmetric distribution with the mode at ϕ = 0, like in the trivial case of the Poisson distribution. 
Thus, distributions like those shown in Figures R8 and R9 raise serious concerns on the power of any 
trend test based on the assumption of IAAFT distribution. I want also to stress that this aspect is 
completely neglected by the author, despite the large effort dedicated to criticizing some 
assumptions and conclusions of the paper of Farris et al. (2021). Consequently, why not dedicating 
a very small additional effort to evaluate the power of tests using the distribution/model that the 
author proposes as an alternative to test the null hypothesis of no trend? 
 
Response 
The null distribution depends on the null assumption and the corresponding models. The bimodality 
reported in Figs R6-R9 depends on the fact that IAAFT yields “constrained” simulations instead of 
“typical” simulations. This means that all simulated time series share approximately the same power 
spectrum and therefore the observed “trendy” patterns (either increasing or decreasing), while zero 
slopes are less likely for that observed spectrum. 



If we relax that assumption and use “typical” simulation (CoSMoS-like, so to speak), we recover 
unimodality (see figure below).  Do things change? No much, because the aim of the paper is not to 
find inexistent “perfect models”, but to show that there is a “world of options” beyond INAR(1) and 
NHP, and discarding one of them cannot imply proving/disproving stationarity or non-stationarity. 
 
Thus, “why not dedicating a very small additional effort to evaluate the power of tests?”  
Because:  

- tests’ outcomes are expected and redundant once we know the behaviour of the 
theoretical processes behind H0 (here, the matter of fact is not bimodality or 
unimodality, but variance inflation), and  

- the aim of the paper is exactly to show that the same observed behaviour might be 
described by different frameworks, and discrimination is not possible in this context.  

Indeed, in the context of unrepeatable hydroclimatic processes, power analysis has little usefulness, 
because the observed data might always be described by a virtually infinite number of frameworks 
and assumptions, which will never be covered by the usually simple/trivial models used for H0 and 
H1. Moreover, such assumptions refer to models not to physical processes.  
Things are different when we refer to designed experiments, where we can control influencing 
factors and therefore, we can measure power (because we can control H0 and H1), effect size, 
sample size, etc.  
This is the meaning of the discussion in Section 6.2, which summarizes the message reported in 
previous papers of mine and co-authors.  

 
   

Does the IAAFT model capture the variability of the observed linear slopes?  
Finally, since the author presents the IAAFT model as a proper stationary model that can explain the 
presence of trend in virtue of correlation, then one would expect that it should be able to capture 
the empirical distribution of the observed slopes of {Zi}. I applied the IAAFT model for each gage 
(without bias correction), generated one synthetic sample, and estimated the slope. I then plotted 
the empirical PDF of slopes of the observed and synthetic samples. I repeated this nine times to 



explore the sampling variability. As shown in Figure R10, the IAAFT model is not able to reproduce 
the observed sampling variability and, in particular, the larger number of positive slopes. 
 
Response 
As shown in the figure below, IAAFT does not capture the variability of the observed linear slopes as 
well as NHP does not capture the variability of the ‘observed’ ρ1. 
Therefore, if we think that IAAFT (stationarity) is not satisfactory, we should also discard NHP (non-
stationarity) for its poor reproduction of ρ1. 
 

 
Of course, the terms of the problem are a bit different, and correct interpretation requires (… once 
again) to account for assumptions: 

1) Results in Fig. R10 assume that the raw estimates of ρ1 are presentative of the 
population values, neglecting the problems affecting ρ1 estimators both under 
dependence and under non-stationarity. 

2) Results in the foregoing figure and Fig. R10 refer to independent at-site simulations, i.e. 
they do not account for the effect of spatial dependence (which is a reasonable 
assumption in rainfall fields), which is identical to the effect of temporal dependence, 
resulting in spatio-temporal ‘trends’ and ‘clusters’. This means that possible local 
temporal trends are shared by several stations because of spatial correlation. The 
overall effect of spatial clustering combined with short samples sizes is that we can 
have asymmetry over some areas (or the whole domain) and/or some time windows. 
More generally, the foregoing simulations reasonably underestimate the actual 
variability of sampling statistics (not only ρ1 and ϕ). 
Furthermore, we should consider the effect of unknow factors affecting precipitation 
records, including very basic issues related to data collection, handling, and storage. 
Such global data should be taken with a pinch of salt. And finally, observed data do not 
come from models, let alone trivial statistical models.  

3) Under non-stationarity, the estimates of ρ1 over 100-size samples do not represent any 
population counterpart, because the population moments of NHP are non-stationary 
and vary with time. For NHP processes, the figure below shows how ρ1 estimates evolve 
when we increase the sample size from 50 to 150 years. Why just up to 150 years? 
Because NHP models with negative slopes ϕ yield smaller and smaller rate of 
occurrence as time increases, until the rate of occurrence becomes zero, and the 
distributions degenerate (i.e., they do not exist). This is a typical problem of non-



stationary methods when non-stationarity (temporal evolution) does not result from 
robust physical justifications, but just from curve fitting (… usually, untenable straight 
lines, as for the NHP).    

 
  
The fallacious approach to statistical inference (i.e. inverting the role of assumptions and inferential 
tools) leads to think (incorrectly) that the estimates of ρ1 (via standard estimators) can be used to 
compare models for which such estimates might be not valid. 
On the other hand, proper statistical inference would imply to select an assumption and perform 
the whole inference coherently, accounting for its effect. As for the GoF tests discussed above, this 
means to consider dependence and non-stationarity such that: 

- Under dependence, we have some estimates of ρ1 obtained from proper estimators, 
accounting for possible bias, etc. 

- Under non-stationarity, we must be aware that the moments depend on time and any 
estimate of ρ1 is not representative of any invariant ACF function, which does not exist, 
being time dependent. 

In other words, under dependence and non-stationarity, population statistics/properties, such as 
ACF, have a different meaning and interpretation (and might not even exist). We cannot use the 
same estimators (usually, valid under i.i.d.), as the resulting estimates refer to different and often 
incompatible population objects, thus making direct comparison technically meaningless.   
 

 Lack of details regarding the estimation of the BB parameters  
The explanation given in the supporting information of how the intra-cluster correlation parameter 
of the BB is estimated from a time series {Yj} is confusing. The meaning of “cluster” is not explicitly 
provided, while it should be. Based on Ahn and Chen (1995), a cluster should correspond to {Yj} in a 
given year (i.e., j = 1, 2, …, 365): is this the case? If so, each cluster has size n = 365 (apart from leap 
years). The author talks instead about “experiments” on specific days (of the year) j and l, but they 



do not introduce a symbol for the number of available clusters. This should be the size of the vector 
used to compute the correlation coefficients jl. Put simply, if we have m = 100 clusters (or years of 
records), jl is the correlation coefficient between the vectors of the m Y’s at day j for all years and 
the m Y’s at day l for all years. To the my best knowledge, this is the proper approach, and since the 
authors do not provide any detail, I followed it for the calculations made in this review. 
 
Response 
For m locations and clusters of size n=365, the BB overdispersion parameter is just the mean of the 
lagged cross-correlation values up to lag 365. That’s it. This is clarified in the revised version of the 
Supplement. Moreover, this also clear by reading (more carefully) Ahn and Chen (1995). 
 
What serial correlations and slopes of {Zi} are generated by stationary and nonstationary {Xj}?  
 
Response 
I think that Reviewer’s simulations and their interpretation suffer from the effect of the 
epistemological problems discussed throughout the paper and in the responses above: 
 

i) An AR(20) model with GG marginals is not even representative of the whole daily 
rainfall time series recorded in Athens; it was used as a proof of concept to show the 
reproduction of ACF and marginals for October rainfall.  
Realistic rainfall simulation should account for seasonality, and more importantly 
for high/low frequency variations at various spatio-temporal scales… it is a bit 
trickier task than running an AR(20). 
Thinking that such a model, which is not even representative of a single precipitation 
time series, can be used to discard the assumption of stationarity and the infinite 
set of corresponding models means iterating the same logical misconception 
discussed above. 

ii) As mentioned above, ρ1 values have a different meaning and interpretation under 
the four different assumptions used in the MC experiments. Here the mistake is to 
think that the same estimator, which is strictly valid for the first set of assumptions, 
can be used in the other three cases, and that it corresponds to the same population 
counterpart in all cases. As discussed above, it is not so. 

iii) The left and middle panels of Fig. R11 should be compared with panels (b) and (d) of 
Fig.5 (reported below for convenience), whose interpretation is straightforward: if 
we account for the effects of dependence, and we make inference accordingly, we 
obtain a coherent picture showing that: 
a. Poisson marginals are inconsistent with the observed overdispersion, which in 

turn is instead consistent with dependence. 
b. INAR(1) does not provide a suitable description of Z. 
c. If we use a simulation approach coherent with the assumption of dependence, 

we are able to reasonably reproduce the observed variability (over 1000+ real 
world series, not just unrealistic AR(20) samples) shown in Fig.R11 (middle 
panel). Fig. 5b is rather clear in this respect, while Fig.5d shows the difference 
between the CI obtained by INAR(1) and IAAFT. These results should be read in 
conjunction with the performance of BB (Fig. 3), which is another model coherent 
with the assumption of dependence. 

 



 
 

 
 
To summarize, we can build a coherent modelling framework under stationarity-dependence that 
can describe observations over several spatio-temporal scales reasonably well. 
 
Does this mean that IAAFT or BB are a panacea? No, of course. 
These are just example models used to show that INAR(1) is inappropriate (it does not even describe 
the marginals) and cannot be used to discard a whole class of stationary-dependent models. This 
class includes models that can reproduce a variety of patterns much richer than one can think 
(Mandelbrot, 1982, p. 384).  
 
Does this mean that precipitation is “stationary”? No, of course. 
Such unrepeatable hydroclimatic processes are neither stationary nor non-stationary! Such 
concepts only apply to the models we use to describe natural processes. 



Everyone can use the modelling framework they like more. 
My criticism is about a distorted approach to modeling and inference, which leads to believe that 
the (poor) performance of a single model (such as INAR) can be used to conclude that a general 
assumption can be discarded, taking implicitly for granted that (i) such a single model is 
representative of an infinite class of models, and (ii) it can be used to prove its own assumptions or 
different assumptions (under which INAR might not even exist). 
 
The scientific method, summarized at the beginning of this reply, implies an opposite approach, 
whereby inference follows assumptions. Different frameworks should be compared at the end of 
their own inference, in terms of parsimony, generality, and fit for purposes.  
 
Based on these findings, the assumption of stationarity for the application of the BB to model the 
distribution of Z is not supported at all gages. Moreover, the INAR(1) is still useful to assess the 
nonstationary of the Z time series derived from daily P records. 
 
Response 
I repeat, this statement results from switching assumptions with models, distorting the rationale of 
statistical inference: 

1- The AR(20) model is not representative of a single time series, let alone worldwide 
spatio-temporal variability of precipitation “at all gages”. 

2- INAR(1) does not even describe the marginal distribution of Z. It does not represent the 
whole class of stationary models whatsoever, and it cannot say anything about different 
assumptions for which it does not even exist.  

3- Figure 5 shows that there might be stationary modeling strategies (different from 
INAR(1)) that tell a different story.  

4- Note that Figures 11 and 13 (shown below once again) report BB derived under the 
assumption of dependence and stationarity. I would be glad to see an equally simple, 
general, and parsimonious non-stationary model showing the same goodness-of-fit 
over the same range of spatio-temporal scales (from daily to annual, and from at-site to 
worldwide).   

 

 
 



 
 
Is the BB distribution “good” for {Zi} generated by nonstationary uncorrelated {Xj}?  
The author indicated that the BB is the theoretically correct distribution for serially correlated count 
series. The experiments conducted above show that trends in {Xj} series introduce artificial serial 
correlations in the corresponding {Zi} even for uncorrelated {Xj} (NonStUncor). In these situations, I 
found that the intra-cluster parameter of the BB can be “successfully” estimated based on the 
artificial correlations of {Yj}. Therefore, since the BB “works”, the theoretical considerations 
mentioned above would erroneously provide confidence in the presence of serial correlation and 
nonstationarity of the series. The results presented in section 3.2 indicate that this is most likely the 
case for several gages. 
 
Response 
“intra-cluster parameter of the BB can be “successfully” estimated based on the artificial correlations 
of {Yj}.” I guess that the Reviewer has simulated realistic non-stationary binary processes for all 1106 
stations, and therefore he has estimated the BB parameters for various spatio-temporal scales, 
obtaining an equally good or better fit than that shown in Figs. 11 and 13. 
If so, it would be interesting to see such results. 
 
However, the matter of fact is different: even if such 1106 non-stationary binary models existed and 
worked well, what would be the benefit of introducing additional complexity, which is also difficult 
to theoretically justify?    
I recall once again the rationale of statistical inference, which is: 

Correct approach 
1) Make assumptions. 
2) Build models and make inference accounting for the effect and consequences of those 

assumptions. 
3) Interpret results according to the nature of the adopted models and their assumptions. 

and not: 

Fallacious approach 
1) Select several models and methods based on different and often incompatible 

assumptions. 



2) Make inference neglecting the constraints imposed by the different assumptions. 
3) Interpret the results attempting to prove/disprove the assumptions.         

Therefore, I do not use BB to prove “stationarity” or disprove “nonstationarity”: this would be 
scientifically meaningless. 
I just follow the foregoing “correct approach”:  

1- Let’s assume (not “let’s prove!”) stationarity and dependence. Under such 
assumptions, can we build a simple, parsimonious, and general modeling framework 
that describes the observations over a range of scales reasonably well? 

2- We select models and make inference fulfilling the assumptions. 
3- We compare model/inference output with observations. If the models perform 

satisfactorily for our purposes, they are usable and valid within the limitations of the 
original assumptions. 

4- If the models do not work, we can try other models under the same assumptions or 
different assumptions bearing in mind parsimony, generality, and reasonable 
simplicity. 

That’s it. We do not try to prove model assumptions or alternative model assumptions (… “model 
assumptions”, not “physical process assumptions”!)   
 
Instead, following the “fallacious approach”, this is what most of the literature on these topics does: 

1- Take several models under different assumptions. 
2- Make inference (e.g., GoF tests and ACF estimation) neglecting the effect of those 

assumptions on tests, estimators, etc. 
3- Discard an assumption based on the performance of a single model, which is obviously 

far from being representative of the whole class of models corresponding to that 
assumption.  

4- Attribute the retained assumptions to physical processes, whereas they only apply to 
models. 

 
This fallacious approach is like trying to use the Euclidean geometry to prove or disprove the 
definition of “point” and “line”. 
It is well-known that deterministic trends yield spurious ‘correlation’ and dependence yields 
spurious ‘trends’ (based on inappropriate estimators). However, this is irrelevant because 
precipitation is neither “stationary” nor “non-stationary” and does not come from any model.  
One can only use the assumptions that they prefer and check which approach yields the most 
convenient, parsimonious, and general description for the purposes of interest.  
On the contrary, mixing incompatible methods and models attempting to prove assumptions that 
are incorrectly attributed to physical processes results in confusion, misinterpretation, and 
misleading conclusions that are inconsistent with scientific reasoning.   
 
The results presented in section 3.2 of Reviewer’s report do not indicate anything because they refer 
to models that do not even represent a single complete precipitation series, and all estimated values 
suffer from the theoretical inconsistencies discussed above.  
 
Assumption of stationarity for the BB model applied to spatiotemporal precipitation time series 
The author applies the BB distribution for the counts at multiple sites with spatially and temporally 
correlated records under the assumption of stationarity of the correlations. Such an assumption has 



not been tested in any way by the author, and it might end up being as good or bad (as shown in my 
comments above) as the assumptions made to test trends that the author criticizes. 
In this regard, the CIs in Figure 14 are obtained using the entire record of 100 years, but it could 
have been instead generated by applying the BB distribution using the first 50 years and results 
tested with the subsequent 50 years. I assume that other ways to test the assumption of stationarity 
of the correlations could be designed or, perhaps, found in the literature. 
 
Response 
The NHP models used by Farris et al. “are obtained using the entire record of 100 years, but it could 
have been instead generated by applying the” NHP “distribution using the first 50 years and results 
tested with the subsequent 50 years”. 
Anyway, the figure below shows that the results in Fig. 14 do not change if we estimate the BB 
overdispersion parameter over the first 50 years. This is not surprising as the underlying spatio-
temporal correlation matrices are estimated on daily binary time series of size 365*50 = 18250 
rather than 365*100 = 36500, that is, the sample size is enough to obtain reliable estimates.     
Instead, the sample size is a problem for the models used by Farris et al. as their parameters are 
estimated on 100 data points, which are barely enough to get a decent estimation of central 
tendency measures assuming i.i.d. and well-behaving bell-shaped light-tailed distributions. 
 

 
 
That said, Reviewer’s remarks suffer from the same problems already discussed in the foregoing 
responses: 

- Observed correlations are not (and cannot be) either stationary or non-stationary. 
- We can only observe sampling fluctuations, which should not be confused with 

population properties. 
- The estimation of the correlation itself depends on the assumption of stationarity, 

dependence, non-stationarity, etc.  



- Inference depends on the assumptions behind diagrams, estimators, models, etc. not 
vice versa. 

- I do not criticize “the assumptions made to test trends” anywhere, because models’ 
assumptions are what they are.  
I criticize the idea that statistical tests can provide information about whatever 
assumption for unrepeatable processes! Throughout the paper, I actually stress several 
times that the output of the tests is just what is expected from their underlying 
assumptions. 

- If we assume stationarity and dependence, we obtain the kind of fit shown in Figs. 11 
and 13 (reported below once again). The merit of such assumptions is that they 
correspond to simple models that describe the observed behavior over a range of 
scales. 

- Thinking that the model assumptions can be tested on observations of unrepeatable 
processes (that do not correspond to any model, for sure), means overlooking the 
rationale of scientific enquiry: 
“The sciences do not try to explain, they hardly even try to interpret, they mainly make 
models. By a model is meant a mathematical construct which, with the addition of 
certain verbal interpretations, describes observed phenomena. The justification of such 
a mathematical construct is solely and precisely that it is expected to work - that is, 
correctly to describe phenomena from a reasonably wide area. Furthermore, it must 
satisfy certain aesthetic criteria - that is, in relation to how much it describes, it must be 
rather simple.” (von Neumann 1955).   

 

 
 



 
   
 
1. Other comments:  
5.1: How were the CIs of the IAAFT model obtained in Figure 5? 
  
Response 
This is explained in L365-375 of the original submission. 
 
5.2: Lines 302-303: How were independent peak-over-threshold events identified? 
 
Response 
This is clarified in revised text. Please, note that this aspect is irrelevant in the present paper.  
 
5.3: Lines 377-378: The author mentions that the INAR(1) model does not reproduce the 
autocorrelation of the observed data, but this was never proved. 
 
Response 
INAR does not reproduce the dependence structure. It reproduces the biased ACF, which is however 
an unreliable estimator of dependence structure for such short data sets. 
 
5.4: More details are needed to explain how Figure 11 was generated. Also, the values of the 
estimated parameters of the BB model should be provided. 
 
Response 
Figure 11 just shows standards probability plots, that is, ECDFs and binomial and Beta-binomial 
CDFs, where BB overdispersion parameters are the averages of the lagged cross-correlation 
matrices of the parent binary process Y. Making these figure is straightforward (if not trivial, like 
overlapping ECDF and GEV models of annual maxima) and already described in L489-498 and 516-
524 of the original submission.   
 
5.5: Line 539-540: is this a possible explanation of something that could not be proved? In other 
words, is this as “subjective” as the interpretation based on the presence of non-stationarity? 
 



Response 
This remark suffers (once again) of the effect of a fallacious approach to data analysis.  
The paper does not attempt to prove anything!  
Figure 14 only shows that the observed behavior falls within the uncertainty allowed by a stationary 
spatio-temporal dependent model. Under this assumption, apparent trends look consistent with the 
uncertainty expected under stationarity and dependence. That’s it. This does not mean proving or 
disproving stationarity or nonstationarity or any other model property.   
 
5.6: Line 594-596: I disagree with the author. Even if not perfect in terms of marginal distribution 
and based on some level of subjectivity on the trend (i.e., the simplest case of linearity), the 
calculations presented in this review confirm that the INAR(1) and NHP models, adopted by Farris 
et al. (2019), could be reasonably used as extreme cases to investigate where the statistics of the 
observed records are located compared to simple stationary and non-stationary models. Of course, 
better models are welcome to further improve the analyses. 
 
Response 
The Reviewer misses the key point. The problems of Reviewer’s simulations and Farris et al.’s 
analysis is not the use of some specific (trivial) models, but their misuse.  
All numerical results make little sense because they neglect the logic of statistical inference, which 
comes before any modeling and/or analysis, and allows for discriminating between science and 
“collecting model outputs”:  

- if GoF tests are done under stationarity, results are meaningless under nonstationarity! 
Those results cannot be used to support the choice of INAR or NHP. These tests are not 
even valid under the underlying assumptions of INAR and NHP!  

- Classical ACF estimates are biased under dependence and are meaningless under 
nonstationarity! Therefore Figure 4 in Farris et al., and Figure R11 in Reviewer’s report 
make no sense. 

- INAR(1) and NHP models cannot be used “to investigate where the statistics of the 
observed records are located” because models cannot be used to validate or discard 
their own assumptions. The attempt to validate or discard assumptions based on 
model’s performance, independently of their degree of “sophistication”, contrasts with 
the epistemology of statistical inference. And INAR and NHP are far from being extreme 
cases in their respective classes of models. They are only inappropriate because they 
do not even reproduce the most elementary properties of the observed records.  

The actual problem is a fallacious approach to statistical inference that makes any numerical result 
and graphical comparison informative in the best-case scenario, and scientifically meaningless in 
the average scenario (i.e., in most of the literature on these topics). 
 
I recognize that the standard rationale of statistical inference is the opposite of Reviewer’s idea 
about data analysis emerging from his report. As many other misconceptions, that flawed approach 
is so widespread that people take it for granted, without asking themselves if it is consistent with 
the principles of science.  
Therefore, I am quite confident that the Reviewer will not change his mind about these issues, as it 
would mean calling into question rooted believes that probably have guided his work for years. 
Thus, the aim of this paper is not to convince him or anyone else, but just to introduce a doubt about 
what we take for granted, bearing in mind that taking something for granted is another 
epistemological mistake, as science is provisional. 
  



REPLY ON RC2 (DR. D. KOUTSOYIANNIS’ REPORT) 

1. I welcome this paper, which starts as “Most of the methods reported in handbooks of applied 
statistics have been developed under the assumption of independence, distributional identity, and 
well-behaving bell-shaped/exponential distributions” and intents to show the problems these 
assumptions cause in real-world hydrological applications, and to suggest remedies. I appreciate the 
investigation of temporal and spatial dependence as causes of spurious trends. I have devoted a 
book on these issues (Koutsoyiannis, 2023) as I believe they are important and not well known in 
the hydrological community. Hence, in principle I favour publication of the paper. 

2. The paper makes several good points on epistemological grounds, related to concepts not well 
known or forgotten: the fact that statistical estimates (and diagrams) always rely on an underlying 
model; the importance of ergodicity for inference; the attention drawing on exploratory data 
analysis, including graphical diagnostics and theoretical considerations; the clarification of the 
meaning of stationarity and nonstationarity, which are not properties of the observed time series, 
but assumptions of the models we devise to describe physical processes. 

3. At the same time, the paper tries to debunk some common misunderstandings, such as that 
dependence has limited effect on statistical inference and that statistical tests, typically devised for 
independent samples, are serious means of inference for hydroclimatic processes. This may be 
acceptable for processes with short-range dependence but not for ones with long-range 
dependence (Cohn and Lins, 2005; Koutsoyiannis, 2023). 

4. The paper is a result of a large amount of work and effort, based on analyses of a huge data set 
and using newly developed methodologies. 

5. I particularly liked the graph in Fig. 8 (and similar figures in the Supplement). If I understand it 
well, there is not even one point with statistically significant trend. I also like the next figures that 
show that dependence alone can explain the behaviours observed, while independence would 
result in false trends. 

Response to points 1-5  
I thank the Reviewer for his encouraging feedback. Obviously, several concepts reported in the 
paper are the same as those reported in various Reviewer’s papers published in the last 30 years or 
so.  

The paper is also a sort of critique to some compulsory habit to develop supposedly “new” or 
“innovative” techniques, which are often just irrelevant, if not flawed, because they are derived 
neglecting the logic of scientific method.   

In this respect, instead of using popular claims such as “We propose a new method” or “We do this 
or that for the first time”, I can say that the paper does not contain anything new! In fact, the aim is 
to show that supposed “fashionable and apparently sophisticated novelties” can proliferate if we 



neglect the principles and the bounds of scientific method. In that way, everything becomes possible 
like magic (or any other human activity that do not obey the rules of scientific inquiry).   

In this study (and some previous ones of mine with co-authors), I attempted to highlight how the 
main problems affecting a large body of literature on certain topics is not only related to technical 
choices but also (and more) to a systematic negligence (or lack of knowledge) of the logic of science 
(and statistics).  

6. A question not discussed in the paper is if trend identification has some usefulness or not. Let us 
assume that we have correctly (whatever this might mean) identified statistically significant trends 
based on past data. If our focus is on the past, what is the usefulness of a trend, once we have a 
better description by the data themselves? And if the focus is on the future, what is the value of 
such trend identification? Will a trend identified in the past continue in the future, or will it bend? 
Does the trend have any predictive value? By the way, this issue has been investigated by Iliopoulou 
and Koutsoyiannis (2020; see also the motto in that paper), but I would be interested to know the 
author’s opinion on this. The current trend in detecting pointless trends continues to dominate in 
literature, and it would be useful and beneficial to the community if the paper discussed this issue.  

Response  
As mentioned in my preliminary response, out-of-sample prediction is surely interesting. In this 
respect, the inconsistency of “physically ungrounded” nonstationary models has been discussed in 
some papers, including Iliopoulou and Koutsoyiannis (2020), which is cited in the revised text. 

However, as clarified in the revised introduction, the aim of the paper is to stress the importance of 
epistemological concepts that precede any statistical analysis (in-sample or out-of-sample). 

Since I already discussed these issues in Serinaldi and Kilsby (2015), I prefer to keep this study 
focused on the foregoing epistemological problems. 

7. Since the paper contains a sound epistemological part, it would be suitable to give a definition of 
a trend on a scientific (not colloquial) basis. I believe this notion, is more unclear than is popular and 
lacks a proper definition. I am interested to see what the author thinks about this issue. 
 
Response 
An attempt to formalize such a definition is discussed in Serinaldi et al. (2018). Their point of view 
is now summarized (and elaborated a little bit) in new Section S3 in the Supplement. 
 
8. On the negative side, the paper is difficult to read—and review. While the epistemological parts 
of the paper and the related questions are well discussed and clear, the technical parts are difficult 
to assimilate. Near the end of the paper, the author states that he offered an “alternative point of 
view”. However, this is not clarified and is spread in many different sections without coherence. At 
least a summary of the approach proposed would be helpful and would improve the paper. 
 
Response 
I hope that the revised Section 1 and the expanded Section 4 can clarify a little bit the rationale of 
the analyses reported in the paper as well as the meaning of “alternative point of view” (please, 
refer to the preliminary responses for further details in this respect). 



As explained in the revised introduction, technicalities are secondary in this specific paper, and are 
indeed reported in the Supplement. 
On the other hand, to be honest, I think that the technical content will always be a bit hard because 
some of the methods are typical of “test-based” approach, whereas others are generally applied in 
“model-based” methods. Commonly, those who use the former approach (and related methods) do 
not apply the latter, as these two approaches are mutually exclusive from a logical perspective. 
This means that a quick understanding of the methodology requires to be rather familiar with both 
approaches. This does not mean that the methodology is particularly difficult to grasp, but this 
requires a bit more effort for those who are mainly familiar with just one of the two methods.  
 
Loosely speaking, the review process seems to reflect the foregoing statements. In fact, the panel 
of Reviewers clearly splits in two groups: “model-based” Reviewers recognized the key 
epistemological points of the paper but found some “test-based” methods a bit unclear, while the 
“test-based” Reviewer easily recognized typical methods of “test-based” method but seems to miss 
the logic of “model-based” approach. The difficulties of the two “groups” mainly reflect the fact that 
the “test-based” methods can look illogic and often meaningless to “model-based” people, and vice 
versa.  
 
In my opinion, this is the main reason why this paper may not be easy to read, independently of its 
form: it discusses two mutually exclusive approaches, which imply two mutually exclusive mindsets 
to approach data analysis. Therefore, it can be quite “indigestible” for most readers, who generally 
belong to one of the two groups.    
 
 
9. The structure of the paper is not optimal. Its style is not didactic, and, at places, it is too technical 
and unclear. The paper needs a substantial overhaul to make an attractive narrative—otherwise I 
think it would not be read. 
 
Response 
I tried to clarify the text to better explain the rationale and structure of the text, as well as the 
“model-based” procedure. However, as mentioned above and the preliminary response, the 
problem might be the nature of the paper itself, rather than the presentation. In my experience, 
papers are rarely read even when they are cited. Indeed, they are often cited incorrectly.  
   
10. A major negative issue is that the paper is aligned with another paper by Farris et al. (2021). It 
even attempts to present the methodology of that previous paper (section 3.1). In this respect, it 
does not look as an independent paper but a discussion on another paper. Yet it is not a formal 
discussion, as the paper by Farris et al. (2021) was published in another journal. I think the present 
paper reflects a sound work that could justify publication, but it needs reworking to be presented 
as a stand-alone paper. 
 
Response 
The revised introduction explains the rationale behind this kind of validation papers, which are not 
just discussions of other papers but thorough investigations about the validity of methods and 
procedures.  
Please, refer to preliminary responses for further details. 
 



11. It appears that the Hurst-Kolmogorov (HK) behaviour (long-term persistence; long-range 
dependence) is not present in the main paper but only in the Supplement. It has been shown 
(Iliopoulou and Koutsoyiannis, 2019) that subsetting of a time series (using thresholds or block 
maxima) distorts the dependence and may hide that behaviour, but this does not mean its influence 
disappears. The main statistic used in the paper appears to be the lag one autocorrelation (ρ1), but 
this does not capture the HK behaviour, so I doubt if it is appropriate. I think this would be useful to 
discuss in the paper. 
 
Response 
HK is now mentioned in the revised main text. Concerning ρ1, please refer to preliminary responses. 
 
12. Overall, it would be a pity if this work and the important points it makes were not published. On 
the other hand, its current form needs substantial improvement, before the paper can be 
publishable. I am sorry that I am not more specific in my comments, but, as I said, I had difficulties 
to read the paper. 
 
Response 
I did my best to improve the presentation. In particular, the new abstract and expanded introduction 
better explain the actual aim of the paper and the rationale behind its structure. 
 
  



REPLY ON RC3 

In this study, the authors pose the question of whether there is a negligible or stronger impact 
of the spatio-temporal dependence on the frequency of precipitation extremes. In my opinion, the 
analysis and the discussion are intriguing and I believe it fits the purpose of the journal. Please see 
some minor comments below that I hope can serve as an open discussion and exchange of scientific 
opinions between the Reviewer and the Authors: 

1) One of the main conclusions of this study is that "... most of this literature resorts to 
methods based on the same unrealistic assumption of independence and corresponding trivial 
models...", "On the other hand, when dependence is accounted for, its true consequences on the 
entire inference procedure are commonly underestimated, partially missed, or neglected.", and 
"...we focus on the iterated underestimation and misinterpretation of the role of spatio-temporal 
dependence in statistical analysis of hydro-climatological processes.". Although this conclusion is 
very common to me, since my main research is based on the long-term persistence, I strongly agree 
that dependence (and especially in its simplest form of the long-term persistence, which basically 
includes only 1 key parameter) is often neglected in the modern literature, not being tested at all in 
some studies (although there are many papers that have shown its existence, from subdaily records 
to climatic scales; see for example, one of the largest global-scale station-analyses by Dimitriadis et 
al., 2021, where short- and long-term dependence is traced in all key hydrological-cycle processes; 
or the work by Koutsoyiannis 2020, where there are extended discussions on how observed random 
trends could be misleading and can be easily explained by the LTP behaviour, as well as applications 
and strong traces of LTP to global-scale gridded ground observations, satellite data and reanalyses), 
and being replaced by others more complicated methods that some have been proven to be 
unrealistic (like the classical detection of trends, which by definition can support only the past 
values, and it is almost certain that will fail many times even in the near future). Therefore, I believe 
that, even solely based on the main analysis and conclusion of this study, this is a robust work that 
deserves publication. 

Dimitriadis, P., D. Koutsoyiannis, T. Iliopoulou, and P. Papanicolaou, A global-scale 
investigation of stochastic similarities in marginal distribution and dependence structure of key 
hydrological-cycle processes, Hydrology, 8 (2), 59, doi:10.3390/hydrology8020059, 2021. 

Koutsoyiannis, D., Revisiting the global hydrological cycle: is it intensifying?, Hydrology and 
Earth System Sciences, 24, 3899–3932, doi:10.5194/hess-24-3899-2020, 2020. 

Response  
Thanks. The suggested references are pertinent and have been added.  

2) Regarding the motivation of this paper by Farris et al. (2021), I also agree with the other 
Reviewers that more focus should be given to the main conclusion "Therefore, accounting for the 
effect of dependence in the analysis of the frequency of extreme precipitation has huge impact that 
cannot be ignored.". I also understand that there are some differences between the work by Farris 



et al. (2021) and the current study, such as that more data-values are used and additional methods 
are tested, and therefore, differences in the results should be expected, making it difficult to exactly 
replicate their results (that again, as I stated, there is no need to focus this research on that, but 
trying, as a unique study, to support independently the main conclusion shown above, while 
discussing the similarities and differences from other scientists' work in the literature; in this way, I 
believe the paper could benefit and be more unambiguous to the Readers). 

Farris, S., R. Deidda, F. Viola, F., and G. Mascaro, On the role of serial correlation and field 
significance in detecting changes in extreme precipitation frequency,Water Resources Research, 57, 
e2021WR030 172, 2021. 

Response  
Thanks. As mentioned in the preliminary reply, the paper contrasts the standard (epistemologically 
sound) approach to data analysis (denoted as “model-based”) with an epistemologically 
inconsistent approach (denoted as “test-based”), which is however widespread in hydro-
climatology. The study exactly replicates Farris et al. (2021)’s results to compare them with those 
obtained by applying the model-based approach. The aim is to show that “how” we build inference 
and apply statistical methods (and any quantitative method) comes before and is more important 
than the specific techniques we use. Any method is misleading if it is applied without following the 
logic of science. The paper attempts to highlight the very different interpretation and conclusions 
resulting from the two approaches mentioned above.    

I hope that the new introduction and changes in the text can better explain the problems that I’m 
focusing on, and why I chose a critical style based on side-by-side comparisons with existing 
literature. 

3) One of the main highlights of the current study is the clear separation between the model 
options independence-nonstationarity and dependence-stationarity in extreme precipitation since 
a mix between nonstationatity and dependence could lead to erroneous results due to the 
validation of the ergodicity property. For example, I much enjoyed statements like "Similar remarks 
hold for nonstationarity. Dealing with it does not mean just adding time dependent parameters to 
a stationary model, using for instance Generalized Linear Models (GMLs) and their available 
extensions: it means that the ergodicity property, which is key in the interpretation of statistical 
inference, is no longer valid. In these cases, any estimate of whatever summary statistics, such as 
the sample mean, is uninformative as it does not have a corresponding unique population counter 
part, as the latter does not exist anymore." or "Stationarity and nonstationarity are not properties 
of the observed hydro-climatic processes (finite observed time series), but assumptions of the 
models we deem suitable to describe physical processes." or "... the underlying question is whether 
possible monotonic fluctuations are deterministic (resulting from a well identifiable mechanism) or 
stochastic (as an effect of dependence, for instance). In the former case, we work under the 
assumption of independence and nonstationarity, whereas in the latter under the assumption of 
dependence and stationarity.", since this is a very common misinterpretation in the literature 
(several such studies are cited in the paper), and so, the highlighting of such issues is very useful. I 



would also recommend looking Iliopoulou and Koutsoyiannis (2019; 2020) works, which I think are 
very much related and focused on similar subjects and conclusions. 

Iliopoulou, T., and D. Koutsoyiannis, Revealing hidden persistence in maximum rainfall 
records, Hydrological Sciences Journal, 64 (14), 1673–1689, doi:10.1080/02626667.2019.1657578, 
2019. 

Iliopoulou, T., and D. Koutsoyiannis, Projecting the future of rainfall extremes: better classic 
than trendy, Journal of Hydrology, 588, doi:10.1016/j.jhydrol.2020.125005, 2020. 

Response  
Thanks. The suggested references are relevant and have been added in the main text.  

4) Regarding the statements "This approach allows us to highlight the actual impact of spatio-
temporal dependence and finite sample size on statistical inference, resulting in over-dispersed 
marginal distributions and biased estimates of dependence properties, such as autocorrelation and 
power spectrum density. These issues also affect the outcome and interpretation of statistical tests 
for trend detection." or "Generally, dependence implies information redundancy and reduced 
effective sample size, along with variance inflation and bias of standard estimators of summary 
statistics such as marginal and joint moments.", etc., please see if found interesting and helpful, the 
study by Koutsoyiannis (2004), which includes an analysis on the marginal-estimation-bias of 
moments and how it can hide the true nature of the distribution, and the study by Dimitriadis and 
Koutsoyiannis (2015), where is theoretically/mathematically derived (and linked to the 
climacogram, thus uniting all three metrics) the dependence-estimation-bias and impact to size-
sample of autocorrelation and power-spectrum-density, while shown how one can handle it to 
perform robust estimations for interpretation and simulation, and thus tackiling variance inflation 
(in any scale) that "... affects any sampling summary statistics, including sample variance and auto-
/cross-correlation." 

Dimitriadis, P., and D. Koutsoyiannis, Climacogram versus autocovariance and power 
spectrum in stochastic modelling for Markovian and Hurst–Kolmogorov processes, Stochastic 
Environmental Research & Risk Assessment, 29 (6), 1649–1669, doi:10.1007/s00477-015-1023-7, 
2015. 

Koutsoyiannis, D., Statistics of extremes and estimation of extreme rainfall, 1, Theoretical 
investigation, Hydrological Sciences Journal, 49 (4), 575–590, doi:10.1623/hysj.49.4.575.54430, 
2004. 

Response  
Thanks. The suggested references are relevant and have been added in the main text accordingly.  

5) Regarding the trace of long-term persistence and its impact on the high-order moments of 
skewness and kurtosis and the tail-heaviness that "imply possible non existence of the moments of 
high order as well as bias and/or high variability in the estimates of the moments themselves, 
including variance, covariance, and autocorrelation, as well as long range dependence", if the 



authors find it useful, please see the recently introduced K-moments by Koutsoyiannis (2023) that 
are found to tackle many of the, aforementioned by the authors, issues, as also shown in Dimitriadis 
et al. (2021) applications to a massive big-data analysis of subdaily water-cycle processes (see for 
example, Fig. 10 in this analysis). 

Koutsoyiannis, D., Stochastics of Hydroclimatic Extremes - A Cool Look at Risk, Edition 3, ISBN: 
978-618-85370-0-2, 391 pages, doi:10.57713/kallipos-1, Kallipos Open Academic Editions, Athens, 
2023. 

Response  
Thanks. The suggested references are relevant and have been added in the main text accordingly.  

 

 


