Re: Author comments for manuscripts hess-2023-208 and hess-2023-209.

Dear Prof. Ing. Romano,

Thank you for the two insightful reviews and your decision to allow us additional time to formulate our response.

To start, we thank Dr. Carrera for the time and effort allocated to reviewing our work and note our appreciation of the many insightful comments and discussion points. We recognize the need to bring more brevity and clarity to our submissions and are pleased to make these adjustments. We also thank anonymous reviewer 2, who raised important points about our scope of work and provided valid suggestions for future work.

We allocate the remainder of this letter to addressing the concerns raised by Dr. Carrera and anonymous reviewer 2, provided in blue, italic font; we move through these comments and concerns in sequential order. Concerning Dr. Carrera’s review letter, we note the section and page number associated with each comment. Given the complementary nature of our manuscripts, we choose to address reviewer comments on both manuscripts in a single document.

Again, we would like to thank you and both reviewers for taking the time to read and analyze our manuscripts and, particularly, for making insightful suggestions on how to improve them. We believe that in this letter we have addressed all concerns raised by the two reviewers. In addressing these issues, our revised manuscripts will be more appealing to the readership of HESS.

Thank you for your consideration. We look forward to your reply.

Sincerely,

August Young, PhD, EIT
Recent Graduate

Zbigniew Kabala, PhD, PE
Associate Professor of Civil Engineering

Paper 1

1. Comment (page 1, section 1)
   In these papers, the authors introduce the concept of hydrodynamic porosity ... While this is a relevant contribution, the authors make a number of statements that are, not only ungranted, but also misleading. Together with other contributions by other authors in “fashion” journals, these statements add confusion to the transport field.

   We recognize the need to bring more clarity to our work and are grateful for the opportunity to do so. We hope that with the described adjustments, the utility in our research is made clear. This said, we politely request that Dr. Carrera clarify which of our statements are “ungranted” and “misleading” as the goal of this work is to provide a positive contribution to the study of flow and transport in porous media, not to muddy the waters.

2. Comment (page 2, section 3)
   Carrera et al. (2022) review the various alternative formulations that have been produced and that, directly or indirectly, can be considered extensions of the mobile-immobile model. They argue for the need of this model to account for observed chemical localization, which is essential for remediation. Therefore, I do not consider these models to be outdated, but adequate to represent the numerous departures from “normal” (i.e., Fickian) transport.

   Thank you for prompting us to clarify our language. In calling the Mobile-Immobile Model outdated, we intended to convey the fact that it is well-known that the immobile zone is not actually stagnant, yet, with a few exceptions, it remains to be modeled this way. In addition to this clarification, we recognize that it would also be prudent, perhaps, to expand our discussion of the Mobile-Immobile Model and the many extensions that have been made to it – thank you for providing your article as an appropriate starting point. Regrettably, we had missed it in our literature search as it was published in Energies (a journal that does not have hydrology or hydrogeology in its scope). That being said, in our manuscripts, we (by design) consider only the flow of non-reactive tracers. In the spirit of “making things as simple as possible, but not simpler,” we thus limit our focus to hydrodynamic effects and leave the study of reactive flows for future papers.

3. Comment (page 2, section 3)
   Dead end pores are one cause of “anomaly” (it is ironic that we term “anomalous” what is consistently observed in reality. However, I doubt they are critically relevant.

   Surely, the relevance of dead-end pores is dependent on the media in question; washed media are unlikely to have poorly-connected pore spaces. However, in the case of unwashed media, such as glacial till or fractured rock, dead-end pores make-up a non-negligible portion of the pore space. Indeed, after a brief literature review, we find that the presence of dead-end pores is prolific in the subsurface. For example, in an undisturbed soil core
studied by Lee et al. (2001), the fraction of immobile water content was found to range from 0.42 to 0.82. In the field, Casey et al. (1997) measured the average fraction to be 0.62. Testing in the 1960’s reveals the significance of dead-end pores in reservoir rock: Fatt et al. (1966) estimated a total volume of 20% in limestone and shellstone core samples. Coats and Smith (1964) estimated a volume of roughly 10% in sandstone core samples.

A significant immobile zone volume means that solutes will travel along preferential flow paths (i.e., well-connected pore volumes), generally bypassing volumes of dead-end pores. Jaynes et al. (1995) suggests that models that fail to account for immobile zones and preferential flow paths may predict solute movement to be half as fast as it actually is.

Given the fact that we did not previously cover this point in depth, we understand the inclination to disregard the importance of dead-end pores. We will provide a more thorough discussion of this topic by including the following references (among others) in our revised manuscript:

- Notably, in a recent Nature Communications article, Bordoloi et al. (2022) demonstrate how microscopic flow structures impact the macroscopic transport of particles in the pore space, which they characterize as a disordered structure of dead-end pores connected to percolating channels. More specifically, the authors link the tailing they observe in arrival times to the presence of particles initially located in dead-end pores. They note that the movement of particles out of the dead-end pore space is relevant to a “broad range of environmental and medical applications,” specifically highlighting soil remediation, drug delivery, and filtration. In providing motivation for their work, the authors explain that “a complete quantitative understanding of the role played by local flow structures on anomalous transport associated to dead-end pores has remained overlooked.” They conclude that “the role of microscopic structure and flow on the dispersion of particles and solutes remains poorly understood.”

- Leismann et al. (1988) discuss the “well-known” phenomena of tailing in the modeling of large-scale propagation processes in the subsurface. The authors explain that this effect is attributed to the persistence of pollutants in immobile zones, or what they refer to as the “dead-ends” of the pore space.

- Gao et al. (2009) find that immobile water in dead-end pores not only affects solute transport processes, but plays an important role. To this end, the authors note in their abstract that they found a significant volume of immobile water in the soil column, which resulted in anomalous early and breakthrough and tailing. Later, the authors estimate that nearly 40% of the water in the studied soil column is stagnant.

- Khuzhayorov et al. (2010) conclude that zones of immobile liquid, which are defined as regions with poor transport properties and pores with dead-ends, significantly impact transport in a porous medium.

- Yuan et al. (2021) find that the presence of dead-end pores hinders the ability to efficiently remove NAPLs (non-aqueous phase liquids) from the pore space. They
attribute this inefficiency to the slow rate of mass transfer between the mobile (or what they refer to as swept) and immobile zone.

- Lake (1989) explains that viscous fingering instabilities and the presence of stagnant areas or dead-end pores are “two key limiting factors” in the efficiency of miscible displacement processes in porous media. The authors go on to note the relevance of this work to remediation processes, CO2 sequestration, and energy extraction.

- Tangentially related, is the optimization of electrode design; in a recent study on the microstructure of porous battery electrodes, Nguyen et al. (2020) describe the effect of dead-end pores on electrode performance.

Although the prevalence of dead-end pores is media-specific, it is widely agreed that transport into/out of these zones is limited (e.g., see Battat et al. (2019), Shin et al. (2016), etc.). Thus, we find it relevant and important to continue and expand on the discussion started by the aforementioned authors.

4. **Comment:** (page 2, section 3)

*Diffusion dominates at the pore scale, as shown in Table 1, which compares pore advection and diffusion times for a range of water fluxes (from around 1 cm/d to 1 m/d), and pore sizes (from 1 cm to 10 microns). It is clear that, except for gravels, diffusion dominates. That is, transport is diffusion dominated in the regions with largest specific surface, which are the ones most likely to hold contaminants.*

First, we would like to note that our paper is focusing mainly on hydrodynamic effects, not diffusive effects.

Second, if we may, the data provided in Table 1 warrant further discussion. Foremost, it is not clear that diffusion dominates; advective time scales are less than or equivalent to diffusive time scales for half of the entries. We further note that when the diffusive time scale is at least one order of magnitude less than the advective time scale, the Reynolds number is approaching zero in the creeping flow regime. As discussed in our work, we choose to study larger Reynolds numbers because mobile-zone porosity is constant in the creeping flow regime. Another interesting feature of the data in Table 1 is the fact that at a Reynolds number on the order of 1E-03, advective and diffusive time scales are on the same order of magnitude. Bordoloi et al. (2022) explains that diffusion alone cannot model the macroscopic power law tailing observed at this Reynolds number. Instead, it is the pore-scale flow structures within dead-end pores that explain this tailing behavior.

5. **Comment:** (page 3, section 3)

*Further insight can be gained from random walk simulations by Bolster et al. (2009) shown in Figure 1, which illustrate that diffusion causes solutes to equilibrate in the recirculating (i.e., closed flowlines) flow regions (if anything, recirculation accelerates equilibrium).*

We do not argue this point; recirculation does indeed accelerate equilibrium and we discuss this concept in lines 247 – 248 and 288 – 292 and Figure 4.
6. **Comment:** (page 3, section 3)
   The ultimate motivation for this long discussion is that what controls the mean arrival is the total porosity. Velocity can be locally very large but diffusion will tend to equilibrate immobile regions at the pore scale, as shown in Figure 1. The key parameter is not so much the mobile porosity as the time it takes for equilibrium.

Although it may be the case that in the cited study, mean arrival time may be explained by total porosity, we recognize that there are often two time-scales associated with transport in media with dead-end pore spaces. The so-called “late time scaling” in the break-through curves studied by Bordoloi et al. (2022) is a result of particles initially trapped in dead-end pores. Indeed, Haggerty et al. (2000) note that primary mechanism responsible for long breakthrough tails is mass transfer between mobile and immobile zones. Tailing is an important issue in remediation; sites that initially meet cleanup targets may eventually exceed contaminant thresholds due to mechanisms that slowly release these contaminants into the bulk flow (i.e., back diffusion, sorption, etc.) Maghrebi et al. (2015).

7. **Comment:** (page 3, section 3)
   Figure 2 displays breakthrough curves obtained with multi-rate mass-transfer (multiple immobile zones characterized by a memory function with log-log slope of ó for varying characteristic diffusion times, Carrera et al., 1998) model for transport along a 9 cm long column. All models are identical except for the mobile-immobile porosities (the total porosity is always 0.4). When the characteristic diffusion time is much smaller than the advection time, the curves are virtually identical. Peak arrival is fast with small mobile porosity only when the characteristic diffusion time is much larger than the advection time. In all cases, the mean arrival time is the same (t=V_w/Q), as demonstrated for this kind models by Haggerty and Gorelick (1995) and Carrera et al. (1998).

We thank Dr. Carrera for pressing us on this issue. To address his concerns, we simulate flow through the dead-end pore geometry with a mobile and immobile separatrix and measure the mean arrival time of particles at the geometry inlet. We find that for each of the tested Reynolds numbers, the mean arrival time is larger for the mobile separatrix. Thus, we demonstrate that a variable mobile zone porosity does indeed affect mean arrival time and happy to provide these results in defense of our argument in our manuscript.

8. **Comment:** (page 4, section 3)
   The most notable result of Young and Kabala (2023a and b) is precisely that exchange displays an advective component even in dead-end pores.

Although it is true that we reaffirm the results of previous studies (see our response to comment #5, where we discuss the concept of vortex-enhanced diffusion), we also define the hydrodynamic quality of mobile-zone porosity, which we argue is a far more significant contribution to the literature.

9. **Comment:** (page 4, section 4)
   The topic of the papers is appropriate for HESS, and they are generally well written (see editorial comments below) in the sense that they are understandable. However, the tone is
too self-serving, uncritical of their own work and critical of everyone else. Worse, much of the text (basically the 10 first pages) is irrelevant to the actual results (plus questionable, see Section 6 below). Challenging the views and definitions generally accepted by the scientific community is needed and will lead to badly needed “paradigm shifts”, but I am afraid that the challenges are poorly argued, and the results do not question current views.

To start, we again would like to note that we appreciate the opportunity to clarify our writing and we hope that our next draft is more well-received.

With that said, we do not understand where this *ad hominem* comment about our “self-serving, uncritical of (our) own work and critical of everyone else” comes from and what justifies it. Although we do draw contrast to the previous work of others, it is simply in an effort to motivate our own work, which is markedly different.

10. **Comment:** (page 4, section 4)

   *In summary, I think that the point the authors try to make is not supported by their results (actually, it is the opposite, see section 5 below).*

   We do not feel that this comment is justified given the overwhelming numerical evidence we provide in our manuscripts.

11. **Comment:** (page 4, section 5)

   1. The authors do not show that transport occurs in the hydrodynamic porosity (only advection does). As shown in Section 3, these immobile zones tend to equilibrate with the hydrodynamic porosity in a very short time (ranging from milliseconds to hours, which is small given the typical residence times). What the authors show is that water in “immobile” dead ends is not really immobile. This is paradoxical, because their results imply that equilibrium will occur faster than predicted by diffusion. This implies an additional dispersion mechanism, discussed by Bolster et al. (2009). Unfortunately, Young and Kabala (2023a and b) do not discuss the velocity, shear, or curl of their vortices. Therefore, it is hard to ascertain this effect, although I suspect it will be very small for the range of Reynolds numbers studied here.

   As the titles indicates, the focus of our manuscripts is *hydrodynamic porosity* (i.e., flow modeling) thus we do not actually show where any transport occurs. To this end, we realize that doing so would bolster our argument that hydrodynamic porosity is in fact an important parameter in mass transport modeling, as discussed in response to comment #7.

12. **Comment:** (page 5, section 5)

   2. The relationship identified between $\text{Re}$ and $\theta_{mob}$ is neither discovered (it is fitted and hardly discussed why) nor exact. For one thing, $\theta_{mob}$ is not just a function of $\text{Re}$ (this was my first disappointment). You fix the dependence by fitting $\theta_{mob}$ to a set of $\text{Re}$ values, having fixed all other parameters (pore geometry, dead end shape, viscosity).

   We recognize the need to test the efficacy of the proposed model, which is the purpose of our second paper, where we test different pore geometries as well as sequential geometries. Given the potential application of the work (e.g., groundwater remediation), we chose to
use the viscosity of water which is a standard modeling assumption. We understand that additional lab column studies, such as those of Kahler and Kabala (2019), are needed as well as field studies and intend to pursue this avenue in the future.

13. **Comment:** (page 5, section 5)
   3. It cannot be considered theoretically based. For Darcy’s Law to be valid (see discussion in Section 2), the slope should be zero near the origin. But the slope is maximum at the origin with the proposed expression (In fact, the $\theta_{mob}$ graphs suggest that indeed $\theta_{mob}$ tends to become constant as Re tends to zero).

For clarification, we do not propose an analytical derivation of $\theta_{mobile}$ and do not claim that the experimentally derived definition is theoretically based. We also note that Darcy’s law itself is experimentally-derived (Maghrebi et al., 2015; De Marsily, 2003). With that said, we appreciate your pointing out that the slope of the model does not tend to zero as the Reynolds number goes to zero because there should be no change in mobile zone volume when there is effectively no flow. A cubic fit alleviates this issue, but only locally and there is little physical basis for applying this type of fit. Moving forward, we should emphasize that the presented model does not hold in the creeping flow regime (i.e., Reynolds numbers less than 1).

14. **Comment:** (page 5, section 5)
   4. As a result, the fits are good, but not exact. Certainly, the coefficient of determination, $R^2$, is not “approximately 1” (this is stated in the papers abstracts of the two papers!) as clearly seen in Figures 13 of both papers. In fact, simple inspection of the one in paper II suggests a $R^2$ of 0.99, instead of the 0.9999 reported in table. $R^2$ is a rather forgiving parameter. We use it, but exaggerating it is not appropriate. A $R^2$ of 0.99 to fit 8 points with four parameters is not outstanding (unless the model has a theoretical basis).

Thank you for pointing this out; exaggeration of the coefficient of determination was not intentional and we will fix the noted inconsistencies.

15. **Comment:** (page 5, section 5)
   5. But the problem is more severe, as it is not clear what is being fitted. At the beginning, $\zeta$ is defined as the ratio of $\theta_{mob}$ (wouldn’t be more clear $\theta_{hyd}$ to $\theta$. But it is never used afterwards. Instead Figures 13 display $\theta_{mob} / \theta_{MIM}$. I have failed to understand what $MIM$ is. It is defined in Equation (13) as $\theta_{MIM} = \zeta \theta_{MIM}$, where $\zeta_{MIM}$ is “determined by the relative magnitudes of the through-channel and cavity volumes for each dead-end pore” (determined, how?, certainly, it is not the ratio, because, if so, Eq. 13 would not make much sense. In this context, the statement “For example, using Eq. (2), we find that for the square cavity, $\theta_{MIM} = 4/5$” leaves me perplexed. In summary, I am not sure what is being fitted. This is frustrating for me, as reviewer, but also to potential readers. So, I have been forced to read the papers accepting that “somehow” the hydrodynamic porosity drops as the Reynolds number increases.
Clearly, we moved too fast in describing these equations. We will be sure to improve the clarity of our writing in this section.

16. Comment: (page 5, section 5)
In summary, I see value in the work done, but the presentation needs to be more realistic and accurate.

We appreciate the recognition and thank you for your comments. The final draft of the paper will be clear and compelling.

17. Comment: (page 5, section 6)
I generally agree on the 2 pages discussion on the ubiquity and severity of GW pollution, but it very marginally related to the paper objectives. Instead, it might be more appropriate to review the research community efforts to address solute and reactive transport through porous media.

It was our aim to adequately motivate our work by discussing the severity of groundwater pollution and the recent shift toward hands-off remediation strategies. However, given the way in which our introduction was received, it is clear that we need to sharpen the focus of our introduction and more clearly state our research motivation. We thank Dr. Carrera for his suggestion on how to do so.

18. Comment: (page 5, section 6)
It is well known that fluctuating the flow rate in any remediation scheme accelerates remediation (Davidson et al., 2004). But there are numerous explanations for this behavior, ranging from shock waves (Sorek et al., 1992 and 2010) to chaotic mixing, increase in dispersion by transient flow, or ejection by curls in dead end pores, which host pollutants. The latter is well argued by Kahler and Kabala (2016), but it is not addressed at all in this paper. Therefore, it leads to frustration. At first, I thought that this paper was about shock waves. After reading the paper by by Kahler and Kabala (2016), I realized that it was related to transient vortices, only to find that all simulations in both papers are steady state.

We understand how steady-state simulations preceded by discussion of rapidly-pulsed pump and treat is confusing and misleading to readers. Again, we intend to narrow the focus of the introduction.

19. Comment: (page 6, section 6)
The whole section 2 is devoted to define Effective Porosity as the fraction of the medium devoted to transmit water... at this stage, it is not clear what are the authors referring to. Yet they go on a lengthy criticism of the work by others and an ungranted praise of their own work. I found it amusing, but was frustrated by not really understanding what they are talking about.

Please see our response to comments #1 and #9.

20. Comment: (page 6, section 6)
Line 207-210: Except for deformable media, porosity is clearly a single scalar value (ratio of voids to total volume) that does not depend on flow. 7 pages into the text and I still do not know what this paper is about (probably something related to porosity). It is true that many adjectives are used with porosity, but you do not need to criticize everyone of them!

In lines 133 – 150, we discuss the many definitions of porosity used in the literature. Not only is it not just a single value (unless we are referring to total porosity), it is generally adapted to adequately describe transport. Again, we refer to the work of Bordoloi et al. (2022). In the section entitled Structure Induced Vortices and Pore-Scale Transport the authors explain how media with dead-end pores are often modeled as dual media to account for the difference in transport characteristics in well and poorly-connected pore spaces. Surely, this distinction would not be necessary if total porosity were sufficient in describing the nuances associated with macroscopic transport.

21. Comment: (page 6, section 6)

Line 213: A very basic concept is that “Darcy/Forchheimer velocity” is not a velocity, but the volumetric water flux. Please, do not introduce a new velocity term here (volumetric velocity?, no one uses this term!)

Perhaps this terminology is indeed awkward – but it does indeed exist in the literature. Technically it is indeed a flux, but it has the dimensions of velocity, and, most importantly, it is referred to in the literature as “velocity.” Although we to share Dr. Carrera’s frustration with the inconsistent use of the language in our field, we are afraid that use of this term has already been well-established.

22. Comment: (page 6, section 6)

Line 235: “Given our previous discussion, we know that use of the medium’s total porosity is an oversimplification”, which discussion? Why oversimplification. Your equation (4) yields the mean velocity regardless. So, it is not any oversimplification. It is just a definition, what may be an oversimplification is its candid use for solute transport. So, I suggest that you define what you mean by “the total volume that is conducive to flow”. As a result, Eq. 5 is meaningless at this stage (and we are in page 9).

Eq. 5 is mathematical motivation to determine the relationship of mobile-zone porosity on pore-scale velocity. If mobile-zone porosity were a static parameter with no dependence on flow conditions, then Eq. 5 would indeed be meaningless and Eq. 4 would suffice. We further note that the volume conducive to flow is defined as the mobile zone volume.

23. Comment: (page 6, section 6)

Line 244: The immobile zone of Van Genuchten (spelling!) and Wierenga (1976) is NOT “defined by isolated volumes of cavities or dead-ended pore space adjacent to well-connected, mobile regions. They refer to low permeability zones where water velocity is very small. This is especially severe in the unsaturated zone, where water and solutes (the primary goal of their work) can be isolated in highly retentive portions, to be bypassed by fast flows around,… The good news is that we finally learn what you are talking about!
While we agree that we could improve the language used in the quoted excerpt to include the existence of immobile zones completely bound by soil or air, or a combination of, we note that our statement is indeed supported by the cited work. Below, we reproduce Figure 1 from Vangenuchten and Wierenga (1976). In red, we highlight volumes of immobile water adjacently located to mobile zones that can be approximated with the dead-end pore model. Those not highlighted are the aforementioned immobile zones completely bounded by soil or air that we neglected to previously acknowledge.

![Diagram of unsaturated aggregated porous medium](image)

**Fig. 1**—Schematic diagram of unsaturated aggregated porous medium. (A) Actual model. (B) Simplified model. The shading patterns in A and B represent the same regions.

As an aside, Web of Science spells Rien Van Genuchten’s name as “vanGenuchten” to avoid confusing “Van” for a second name. Thank you for pointing it out—we will follow their “misspelling” of this name for consistency with this database.

24. **Comment**: (page 6, section 7)

Line 18: “Finally, we show that this exponential dependence can be easily solved for pore-scale flow velocity through use of only a few Picard iterations, even with an initial guess that is 10 orders of magnitude off”. True, but irrelevant from a transport point of view. Probably not worth mentioning it in the abstract.
We thank Dr. Carrera for his opinion. However, we believe that the issue of Picard iterations may be of interest to readers who do not have formal training in numerical methods or pure math (i.e., hydrologists and geologists).

25. Comment: (page 6, section 7)
   Line 25: I do not understand “domestic and global populations”. Do you mean “urban and global”? We mean “domestic” as in “not foreign.” With that being said, we appreciate you flagging the fact that this terminology may be confusing for readers.

26. Comment: (page 6, section 7)
   Line 29: “6.5 trillion liters” probably OK for fashion journals, but not needed for scientific journals.
   We present this figure purely to illustrate the magnitude of groundwater pollution in the United States.

27. Comment: (page 6, section 7)
   Figure 8 and flow lines plots. I have found these figures puzzling and fascinating. Usually, flow lines are plotted at equal flow intervals, which is clearly not the case here (but do not change it, the figures would not be as beautiful). Instead, describe the color code. It appears that warm colors indicate higher velocity, but it would be nice to know how much.
   We can certainly include velocity scales in our stream plots. Because the focus of the stream plots is to highlight the location of the separatrix, we had originally left these out to so as to not crowd the figures.

28. Comment: (page 6, section 7)
   The terminology of depth, width, depth into the cavity, normalized depth, etc. is often confusing and, I believe, inconsistent between the two papers (also inconsistent is the fitting description).
   Thank you for flagging this. We will review both submissions for inconsistencies.

29. Comment: (page 7, section 7)
   Line 546, as discussed earlier, v is not a velocity, but a flux. While the term “Darcy velocity” is widely used, I believe it is confusing in these papers.
   Throughout the paper we highlight the fact that we present a two-dimensional analysis. To that end, flow rate is commonly represented as velocity when moving from 3D to 2D.

30. Comment: (page 7, section 7)
   The whole section 6.1 is a bit of an overshoot. The fixed point theorem ensures fast convergence of Picard iterations for functions as flat as yours. However, I would not emphasize it too much OK in the text, but not in the abstracts!!), just in case a mathematician looks at it.
We thank Dr. Carrera for his opinion and note that we have addressed this issue in our response to Comment #24.

31. **Comment:** (page 7, section 7)

*The examples in Section 6.2 are very unfortunate. A velocity of 2800 m/s is higher that the velocity of sound. You cannot displace water at those velocities anywhere, much less in a porous medium. Please, revise that, just in case a hydrologist looks at it.*

Thank you for catching this, we neglected to put a negative in the exponent in the first row of both entries in Table 5. That being said, the calculations used to produce the values in Table 5 are without mistake.

**Paper 2**

32. **Comment:** (page 7, section 8)

*Line 25: Equation 1 is a bit careless. Some terms are not clearly defined (\(v_{\text{pore}}\)), it is a velocity, but it is not clear which), others are defined twice (\(a\)), and \(c\) is defined as dimensionless (it should be s/m) and I am utterly confused about the units of \(d\).*

Thank you for bringing this to our attention; we mixed up the definitions of parameters \(c\) and \(d\) in text, as \(c\) should clearly have the inverse units of velocity and \(d\) should be dimensionless. Further, to improve the introduction of Equation 1, we recognize the need to preface it with the discussion of relevant parameters (i.e., pore-space volume, through-channel height, etc.).

33. **Comment:** (page 7, section 8)

*Lines 42-44: The last statement of the paragraph is bit mysterious: “Further, researchers can expand...”. What one would expect at the end of the introduction is a description of the specific objectives of your work.*

We agree, thank you for bringing this to our attention.

34. **Comment:** (page 7, section 8)

*Figure 1: I would say that what you display is a “washed” porous medium. Unwashed porous media typically contains lots of fines (power law distribution).*

Prior to the introduction of Figure 1, we define an unwashed porous medium as glacial deposits, fractured rock, and filtration media such as granulated activated carbon *meaning those without smoothed surfaces (i.e., spheres)*. However, we neglect to explicitly state this fact and note the necessity of this inclusion. We would like to further clarify that the point of Figure 1 is to highlight the variation in cavity geometry, and not grain size distribution, given that this is the focus of paper two.

35. **Comment:** (page 7, section 8)

*Figure 8 caption: I am not sure what you mean by “landscape orientation”. I assume you mean “plan view”, but this is a 2D object. Therefore, talking about orientation is confusing.*
Please note that this word choice is standard in Microsoft Office when referring to page orientation (see: File > Page Setup... > Orientation) and therefore should be familiar to readers. We added this clarification to the figure label to instruct readers to view the image such that the page is in landscape orientation rather than portrait.
Re: Anonymous reviewer 2 comments

Paper 1

1. Comment:  
The paper is very well written with an extended (but not exhaustive) state of the art on the concept of porosity.  
Thank you for your positive evaluation.

2. Comment:  
The studied pore geometry is oversimplified (channel + rectangular cavity, see fig. 6) and the parameters of the empirical function are fitted for each geometry.  
While we concede that the pore space is overly simplified by the chosen geometry, we note the prevalent use of this geometry in the study of flows past cavities in real media (e.g., Bordoloi et al. (2022), Kahler and Kabala (2016), Battat et al. (2019), etc.) and the use of similarly simplified geometries (e.g., Coats and Smith (1964), Fathaddin et al. (2008), etc.). Although simplistic, the rectangular cavity space is a sufficient first-order approximation of the pore space.

3. Comment:  
As for the first paper, the main missing elements are the 3D geometry of the pores, the change in the pore diameter and the effects of interconnections.  
Aside from a three-dimensional geometry, the latter two concerns are addressed in our second paper. We agree that expanding the analysis to three dimensions would be complementary and strengthen our two-dimensional simulation results. However, we feel that this work would be best suited for a follow-up paper given the nuances associated with three-dimensional simulation.

Paper 2

4. Comment:  
The second paper is an extension of the previous one to different type of cavities (triangle, circular, periodic squares). Again, the pore geometry is oversimplified and the results cannot be extended to realistic porous network. As for the first paper, the main missing elements are the 3D geometry of the pores, the change in the pore diameter and the effects of interconnections.  
We acknowledge the need to run column testing on washed and unwashed granular media to demonstrate applicability to a real pore network. We also acknowledge the need to expand the analysis to a 3D geometry, but again we note that the 2D geometry, like the rectangular cavity geometry, is a natural starting point for the analysis.

5. Comment:  
Both papers are technically very sound but they could be partly improved by studying the
relationship between the fitted parameters and the characteristics of the geometry for example.

Indeed, this would be an interesting analysis and we thank the reviewer for this suggestion.

6. **Comment:**

*Therefore, these results are of limited interest for a publication in HESS, which promotes research in Earth Systems. However, I leave the final decision to the editor concerning the suitability of both papers for HESS. If yes, I recommend major revision by merging both papers in one manuscript.*

Although we spend much of our time focusing on the pore-scale flow structures in porous media, we emphasize the relevance of our work to hydrological sciences, specifically groundwater hydrology and remediation processes. However, given the prevalence of porous media in nature and engineered systems, we also note the relevance of our work to other journal subject areas (e.g., engineering hydrology, urban hydrology, and water resources management). Regrettably, we must not have made these connections clear enough and plan to do so in our revised manuscript.
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