Dear reviewer,

Thank you very much for your constructive comments and suggestions. In the texts below, we will try to answer all questions addressed by the reviewer. If you feel more explanations or revisions are needed, please do not hesitate to contact with us.

Best regards,

From the authors

This is an interesting and timely study. Reducing simulation uncertainty has always been an important issue of hydrological modeling. Traditionally, hydrological models are calibrated and validated using only runoff data, which not only leads to parameter equivocality and failure to obtain reasonable and true parameters, but also leads to large uncertainties in other elements of the simulation such as evapotranspiration, soil water. This study attempts to explore how incorporating RS-ET data into the calibration could improve hydrological modelling. I think there is potential in this manuscript, but there are several sections that need to be more clearly explained. My comments are as follows,

1. There are a large variety of ET products, why choose GLEAM data and how accurate are GLEAM data in this basin? A set of ET model data may have large uncertainties both in magnitude and in spatial and temporal distribution, and direct use without calibration may introduce greater uncertainty. It is recommended that a water balance analysis, which analyzes relationships between the precipitation, runoff, and ET data used in the study, be added to determine the overall confidence in the data and thus improve the credibility of the article's results.

Response:

Thank you very much for this suggestion. To evaluate the accuracy of GLEAM ET data, a water balance at the studied basin was conducted at annual scale. For the upstream area of the Ganzi Gausing station, which is the outlet of hydrological modelling in this study, the runoff ($Q_{\text{est},1}$) was estimated from the area averaged precipitation (derived from MSWEP dataset as input for SWAT model; the analysis about accuracy of MSWEP data is described in the responses to the following comments) minus GLEAM ET and compared with observed value at the Ganzi Station ($Q_{\text{obs}}$). Figure R1 is the scatterplot of $Q_{\text{obs}}$ and $Q_{\text{est},1}$. Absolute bias (ABIAS) was computed to evaluate the accuracy:

$$\text{ABIAS} = \frac{\sum_{i=1}^{n} |Q_{\text{obs},i} - P_{\text{sim},i}|}{\sum_{i=1}^{n} Q_{\text{obs},i}}$$

(1)

where $Q_{\text{obs},i}$ and $Q_{\text{sim},i}$ represents observed runoff and estimated runoff from water balance analysis at time step $i$, respectively, $n$ is the number of samples. The ABIAS for $Q_{\text{est},1}$ is 0.20.
Huang et al. (2020) used bias-corrected PML-AET data to calibrate Xinanjiang hydrological model. Compared with the accuracy evaluation of PML-AET in the whole Yalong River Basin (Huang et al., 2020), the ABIAS of GLEAM ET is much lower than the uncorrected PML-AET (ABIAS: 0.55). As a high-altitude region, the snow-melting process has influences on runoff in the simulated basin of this study. We further corrected $Q_{\text{est},1}$ by subtracting annual snow-melting amount (derived from Monthly Snowmelt Dataset in China during 1951-2020 (Yang et al., 2022)) from $Q_{\text{est},1}$ (mentioned as $Q_{\text{est},2}$) and compared with $Q_{\text{obs}}$ (Figure R1). The ABIAS of $Q_{\text{est},2}$ is 0.12, which is also lower that the bias-corrected PML-AET data (ABIAS: 0.18, Huang et al., 2020). It is indicated that partly the error of $Q_{\text{est},1}$ comes from ignoring the snow-melting process and cannot contribute to the GLEAM ET data completely. Based on literature review, the GLEAM ET has been widely used worldwide for analyzing changes in regional water cycle (e.g., Bennour et al., 2022, Ding and Zhu, 2022), rainfall-runoff modelling (e.g., Dembélé et al., 2020, López López et al., 2017). Also, from the results of model calibration in this study, incorporating GLEAM ET data into SWAT model calibration did improve the accuracy of runoff simulation. Based on these facts, we are confident using the current version of GLEAM ET data in this study. The above-mentioned analysis will be added to the results section of the manuscript.

**Figure R1.** Observed annual runoff versus the runoff estimated from the area averaged precipitation (MSWEP) minus GLEAM ET ($Q_{\text{est},1}$), and versus the ones obtained from precipitation minus GLEAM ET and annual snow-melting ($Q_{\text{est},2}$)

**1.** Similarly, is it possible to validate or document the regional applicability of climate-driven data?

**Response:**
Precipitation data from two meteorological stations operated by China Meteorological Administration within the upstream region of Ganzi gauging station are available to evaluate the MSWEP precipitation data that we used to drive the hydrological model. The scatterplots for daily, monthly and annual precipitation between ground and satellite precipitation data at
the pixels corresponding to the two meteorological stations (2001 to 2010) are shown in Figure R2. The correlation coefficient for daily, monthly and annual is 0.52, 0.94 and 0.85, respectively. The accuracy is highest for the monthly scale, which is the temporal scale for the hydrological model simulation.

The above-mentioned analysis will be added to the results section of the manuscript.

**Figure R2.** Comparison between observed precipitation and MSWEP precipitation at (a) daily, (b)monthly and (annual) scale

2. In section 2.1, what are the values for the percentage of runoff sources roughly, this could be crucial information. It is also recommended that the percentage of area of major soil types and LULC types be given. Although this may have been shown in the figure, it would be easier for the reader to understand if specific values were given.

Response:
Based on the analysis of MSWEP precipitation data and streamflow data for the period of 2001 to 2010, the rainfall-runoff ratio is 0.59. The percentage of percentage of area of major soil types has been shown in the following table (Table R1). The major land use and land cover type are grass land, forest and bare land, which occupies 78.9%, 13.2% and 12.4% of the basin area, respectively.

These information will be added to Section 2.1 Study area.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of Area</td>
<td>3.36%</td>
<td>2.64%</td>
<td>56.23%</td>
<td>7.69%</td>
<td>4.43%</td>
<td>15.78%</td>
<td>9.87%</td>
</tr>
</tbody>
</table>

3. In Section 3.1, it is desired to make a multidimensional comparison of the analysis of information in figures and tables, e.g., a comparison of NSEQ and NSEET in the same experiment.

Response:
Thank you very much for the comment. The accuracy and uncertainty of streamflow and ET
simulation will be compared in the revised paper through the information provided by Table R2.

For Experiment I using streamflow data solely for calibration, the $NSE_{50\%}$ for streamflow simulation in the calibration and validation period is much higher than those of ET, which is all lower than 0 and means that the performance of ET simulation is unsatisfactory. The P_factor corresponding to the streamflow estimation is higher than that for ET simulation, which means more observation are embraced by the uncertainty band. Meanwhile, The R_factor for streamflow estimation is lower than ET, indicating the width of uncertainty band is narrow. For modeling accuracy and simulation uncertainty, streamflow estimation all outperforms ET simulation. For Experiment II using RS-ET data solely for calibration, the $NSE_{50\%}$ for ET simulation in the calibration and validation period is higher than those of streamflow. The P_factor corresponding to the ET estimation is similar with the value for streamflow simulation. The R_factor for streamflow estimation is higher than ET, implying uncertainty of streamflow estimation is higher than ET simulation. For Experiment III combing both of streamflow and ET data for model calibration, the $NSE_{50\%}$ for streamflow simulation is slightly higher than that for ET simulation. P_factor is in the same level for the simulation of the two hydrological variables. The R_factor of ET is a little bit higher than that for streamflow simulation. All these factors demonstrated that the streamflow simulation performs better to a small degree.

<table>
<thead>
<tr>
<th>Table R2. Accuracy and uncertainty for streamflow and ET simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$NSE_{50%}$</td>
</tr>
<tr>
<td>Q</td>
</tr>
<tr>
<td>ET</td>
</tr>
<tr>
<td>P_factor</td>
</tr>
<tr>
<td>Q</td>
</tr>
<tr>
<td>ET</td>
</tr>
<tr>
<td>R_factor</td>
</tr>
<tr>
<td>Q</td>
</tr>
<tr>
<td>ET</td>
</tr>
</tbody>
</table>

4.In Section 3.2, why is the number of behavioral parameter sets different in the three experiments? Is it because the number of parameters sensitive to evapotranspiration processes in a hydrological model like SWAT is much smaller than the number of parameters sensitive to runoff processes?  

Response:
We agree with the reviewer that, a complex model like SWAT, the number of parameters related to evapotranspiration processes is lower than the ones connected with runoff processes, because as the integrated output of water cycle at basin scale, the runoff is determined by many hydrological processes with a basin, which also include evapotranspiration processes. For the three experiments, the data used for calibration is different, which is observed streamflow data, remote sensing evapotranspiration, and the combination of the streamflow and evapotranspiration data. The automatic calibration process tried to minimize the difference between observation data and model simulation by searching the parameter space. As the
calibration data are different among the three experiments, the parameter sets being gained by calibration are also different, which explains why the number of behavioral parameter sets is different.

5. **The headings of sections 3.1 and 3.2 are the same.**

**Response:**
The heading of section 3.2 will be changed into “Comparison of parameter posterior distributions among three experiments”

6. **There should be an error in the x-axis in set (b) of Figures 2-7.**

**Response:**
The years showed in the x-axis of Figures 2-7 will be corrected.

7. **Figures 2-7 could be merged into one or two figures. And Tables 3-4 could be merged into one table. In Figure 6, “b” was mislabeled as “d”.**

**Response:**
The figure 2 to 4 are merged in to one figure. Similarly, the Figure 5 to 7 are merged into one figure. The merged figures are shown as Figure R3 and R4. Tables 3 and 4 are merged into one table as Table R2. The sequence number of each figure has been corrected.

---

**Figure R3.** Streamflow observation, best simulation (50% quantile of ensemble simulation) and uncertainty band for the calibration and validation period corresponding to Experiment I (a) and (b), Experiment II (c) and (d), and Experiment III (e) and (f)
**Figure R4.** Evapotranspiration observation, best simulation (50% quantile of ensemble simulation) and uncertainty band for the calibration and validation period corresponding to Experiment I (a) and (b), Experiment II (c) and (d), and Experiment III (e) and (f)

8.**Figure 12 is missing (d) in the title**

**Response:**
This typo will be corrected in the revised manuscript.

**References:**

