The paper couples the Copula-based hydrological uncertainty processor with the Bayesian model averaging method to quantify and reduce uncertainty in flood forecasting upstream of the Three Gorges Reservoir in the Yangtze River basin, China. The topic is timely and the paper is technically sound. The paper could benefit from additional clarification in some sections.

Response: We deeply appreciate your constructive comments and the time you spent on reviewing the paper. We have accepted all the revision comments. Point-by-point replies to the comments or suggestions made can be found below.

1. Line 9: The full name of "CHUP-BMA" needs to be given the first time it is mentioned.

Response: The corresponding content has modified to “This study proposed the CHUP-BMA method by introducing a copula-based HUP in the framework of BMA to bypass the need for normal quantile transformation of the HUP-BMA method”.

2. Lines 68-70: The description here is not clear to me, e.g. why the BMA ignores the constraint of initial conditions. Further explanation of the reason and how the HUP-BMA mentioned later can obtain the posterior distribution function of the observed flow is suggested in the Introduction section.

Response: It can be shown from Raftery et al. (2005) that the conditional distribution of the member \( (Q_{f,i}) \) in the BMA is assumed to follow the normal distribution with expectation \( \mu_i = a_i + b_i \cdot Q_{f,i} \) (\( a_i \) and \( b_i \) are the bias correction coefficients) and variance \( \sigma_i \), which implies that the conditional distribution is only related to the member's forecasted flow and is not affected by the observed flow at the start of the forecast. Therefore, it is not reasonable to produce the same posterior distribution when the forecast results are the same at different moments. The corresponding content has been modified as follows:
However, most studies ignore an essential issue: the BMA does not consider the constraint of initial conditions (i.e., observed flow at the start of the forecast). It can be shown from Raftery et al. (2005) that the conditional distribution of the member \( Q_{f,i} \) in the BMA is assumed to follow the normal distribution with expectation \( \mu_i = a_i + b_i \cdot Q_{f,i} \) (\( a_i \) and \( b_i \) are the bias correction coefficients) and variance \( \sigma_i \), which implies that the conditional distribution is only related to the member's forecasted flow and is not affected by the observed flow at the start of the forecast. It is not reasonable to produce the same posterior distribution when the forecast results are the same at different moments.

The hydrological uncertainty processor (HUP) can obtain the posterior distribution function of the actual value under the condition of the forecast value and the observed flow at the start of the forecast based on Bayesian principles and the assumption of perfect rainfall forecasting (Krzysztofowicz and Kelly, 2000). Darbandsari and Coulibaly (2021) firstly constructed the conditional distribution of the observed flow under the conditions of the member forecasted flow and the observed flow at the start of the forecast and used the BMA method to weight the conditional distribution of all members to obtain the final posterior distribution, which is called the HUP-BMA method. Their results showed that the HUP-BMA method outperforms the HUP method and improves the BMA method in short-term probabilistic forecasting. In addition, the derivability of the posterior distribution for the ensemble members is theoretically enhanced, the heteroskedasticity of the ensemble members is considered, and the interpretability and logical rationality of the BMA method are improved.

3. Lines 85-86: It seems that this work is motivated by the copula-based HUP method in Liu et al. I suggest giving a brief description of this method and how it is used to improve forecast accuracy here.

Response: A modification has been made to the article as follows:

Liu et al. (2016) adopted the copula to derive the conditional distribution of the observed flow under the conditions of the forecasted flow, which avoids the assumption that the flow series obeys a normal distribution in the HUP and relaxes the application limitation. The study shows that the CHUP can improve the probabilistic forecasting performance of the HUP method.

4. Line 87: I suggest presenting the objectives and research steps one by one. For example, the novelty of this work can be introduced in the previous paragraph, along with the shortcomings of
current methods, and then the implementation of the proposed method in streamflow forecasting can be briefly introduced.

Response: The corresponding content has been modified as follows:

The main innovations and research steps are shown as follows: (1) A novel CHUP-BMA method is proposed for the first time by coupling CHUP into BMA, which not only solves the problem of the flow series obeying the assumption of normal distribution in HUP-BMA, but also considers the constraints of the initial condition of the forecast. (2) An ensemble forecast containing eight members is constructed by combining two types of forecast precipitation, two long short-term memory (LSTM) models, i.e., the recursive encoder-decoder structure-based LSTM-RED model and the feature-temporal dual attention-based DA-LSTM-RED model, and two objective functions of model calibration. (3) The ensemble forecast performance of the proposed method is analyzed and discussed in comparison to the HUP-BMA benchmark method in terms of the deterministic and probabilistic forecast. The interval basin between Xiangjiaba Dam and the Three Gorges Dam is selected as case study.

5. Section 3.2: It seems that the model structure uncertainty in this study is considered by using two forecast models with LSTM-RED structure. why not using two different types of models (e.g., ANN-based vs. tree-based or physical-based vs. data-driven models)?

Response: It has been demonstrated in many studies that LSTM models have relatively better forecasting performance than ANN, tree-based models, and physical mechanism models (Kratzert et al., 2018; Hu et al., 2018; Han & Morrison, 2021; Zhang et al., 2022; Hayder et al., 2023). Meanwhile, in the interval basin between Xiangjiaba and TGR dam-site, the physical mechanism model usually is very complex and has low forecasting accuracy. This study is a further research based on Cui et al. (2023), which demonstrated that the DA-LSTM-RED model structure improved by the dual-attention mechanism resulted in a substantial improvement in forecast accuracy relative to the LSTM-RED model. Therefore, this study uses two advanced LSTM-RED and DA-LSTM-RED models for flood forecasting and focuses on the uncertainties associated with these two models.

Reference:

6. Also, what is the purpose of using MAE and MSE as prediction evaluation metrics in this work?

These two metrics are similar to each other. In order to account for model parameter uncertainty, it seems more appropriate to use three apparently different evaluation metrics, such as Nash-Sutcliffe efficiency, mean absolute error (MAE), and relative error of total discharge (RE).

Response: In this paper, we have trained the model parameters using different loss functions. The indicator MAE focus on different points, while the MAE focus on the magnitude of the error mean, and the MSE is sensitive to outliers with large errors. As a result, the model can be guided to produce varying parameters to account for parameter uncertainty. We make the following changes in the article:

For example, the mean absolute error function focuses on the magnitude of the error mean. The mean square error function usually is sensitive to outliers with large errors, which may make the model parameters with different objective functions produce forecast results with different focus
points (Duan et al., 2007).

7. Some reference to the first mentioned methods is suggested, e.g. the reference to the "Adam method" is suggested in line 283.

**Response:** We make the following changes:

The model is trained by the Adam method (Kingma & Ba, 2014).

**Additional references:**