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A B S T R A C T

Evaporation plays a major role in lake systems, as it affects the water, energy and solutes budgets. Water salinity
reduces evaporation, and as a result affects the energy budget of the lake, including stored heat. In this study, we
explore the seasonal and diurnal variations of evaporation and other energy fluxes over the Dead Sea, the
deepest and saltiest hypersaline lake on Earth. We present two consecutive years observations using Eddy
Covariance system, meteorological stations and a buoy station measuring the water column properties. These
observations reveal the effects of synoptic and mesoscale atmospheric circulation on lake evaporation. The
seasonal cycle of evaporation is characterized by two peaks. The summer evaporation peak is related to high
radiation inputs. The winter peak stem from the high heat storage of the deep lake, with evaporation driven by
high vapor pressure demand, combined with synoptic scale wind systems and thermal instability. In summer, the
synoptic circulation is stable, providing a weak background wind velocity (Persian trough), hence, the dominant
diurnal wind pattern is induced by the Mediterranean Sea Breeze (mesoscale circulation). The two years of eddy
covariance measurements in the hypersaline Dead Sea, located in a hyperarid region, revealed annual eva-
poration rate of 1.13 ± 0.13m yr−1. We explored several evaporation models versus the directly measured
evaporation, and found that the most reliable is a mass transfer model, that was calibrated here for the Dead Sea.

1. Introduction

1.1. Evaporation from saline lakes

Evaporation is the connecting link between the water, salt and en-
ergy budgets of lakes: water molecules consume energy to change phase
from liquid to vapor while leaving the dissolved ions in the remaining
water (Brutsaert, 1982; Assouline, 1993; Lensky et al., 2005). Eva-
poration is driven by the vapor pressure difference (Δe) between the
water surface (es) and the overlying air (ea) (Brutsaert, 1982; Dalton,
1802). Δe is a function of water surface and air temperatures and re-
lative humidity (Ts, Ta, RH), and in saline water, it is also a function of
water activity (β):

= −e β e T RH e TΔ · ( ) · ( )sat s sat a (1)

where esat is the saturation vapor pressure, (Eq. (2)); esat is multiplied by
β and RH, to obtain vapor pressure of brine surface and overlying air (es

and ea, respectively). As water salinity rises, the water activity de-
creases (Salhotra et al., 1985). From Eq. (1) it appears that, under given
conditions, the evaporation rate from saline water will be lower com-
pared to that from fresh water following the reduction of Δe (Mor et al.,
2018). In addition to the driving force given by Eq. (1), evaporation is
controlled by wind speed and thermal stability of the overlying
boundary layer, i.e. the vapor transport agents which affect the re-
sistance in the process. The depth of the water body has a great influ-
ence on evaporation, since the heat stored in the water column dictates
the surface water temperature, and hereby affects Δe and thermal sta-
bility; a deep lake will have a slower response to varying atmospheric
conditions than a shallow pond due to its higher thermal inertia, which
provides heat flux for evaporation over longer times, in the diurnal and
seasonal cycles. Thus, evaporation from deep lakes is expected to be
influenced by both the properties and dynamics of the water body,
including the water thermal stratification and the surface water salinity,
and by the properties and dynamics of the overlying atmospheric
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boundary layer.
The Dead Sea is the saltiest deep lake on earth, providing a rare

opportunity to explore diurnal and seasonal evaporation and surface
heat fluxes from a deep hypersaline lake located in a hyper-arid region,
and the lake’s response to the forcing of the atmospheric conditions.

1.2. Evaporation from the Dead Sea

The Dead Sea (Fig. 1) is a hypersaline (salinity> 277 g kg−1)
terminal lake located at the lowest subaerial surface on earth (−431m
amsl, at observation period), with the highest surface water density
(> 1.24 gr cm−3, Arnon et al., 2016; Hect and Gertman, 2003; Sirota
et al., 2016) among earths deep lakes (depth ∼290m and surface area
of ∼(630 km2, Sade et al., 2014). It is a holomictic lake; vertically
mixed during winter and stratified during the warm summer (Anati,
1997; Arnon et al., 2016; Hect and Gertman, 2003; Nehorai et al., 2009;
R. Nehorai et al., 2013a, 2013b; Sirota et al., 2016). During the past

decades, the Dead Sea is experiencing a dramatic level decline,> 1
m yr−1, due to the diversion of water resources from this terminal lake,
mainly from the Jordan River drainage basin (Lensky and Dente, 2017).
As a result, the salinity increased until reaching the saturation of halite,
and since then (Steinhorn, 1983; Steinhorn and Assaf, 1980) halite is
continuously deposited in the lake floor at a rate of ∼0.1 m yr−1

(Lensky et al., 2005; Stiller et al., 1997).
The ‘Persian trough’ is the dominant synoptic scale atmospheric

circulation pattern prevailing during the summer (mid-May to mid-
September) over the Eastern Mediterranean, including the Dead Sea
region. It is an extension of a low-pressure system over the Persian Gulf
reaching the Eastern Mediterranean region (Lensky and Dayan, 2015).
The ‘Persian trough’ provides weak synoptic scale forcing, favorable for
mesoscale flows, like the Mediterranean Sea Breeze, generated by the
daytime differential surface heating between land and sea (Lensky and
Dayan, 2012; Levy et al., 2010). In all other seasons, the synoptic scale
circulation is dominant, varying on scale of few days.

Fig. 1. Sites and measurement systems: (a) Map of the Dead Sea vicinity (DEM hillshade), (b) Location of MS and EG100 stations. (c) The onshore station – MS – an
eddy covariance tower with a meteorological station (insert – the eddy covariance sensors). Note the white salt (halite) ground cover due to exposure of the lake floor.
(d) The offshore station – EG100 – a meteorological buoy with a thermistor chain within the water column and a net radiometer.
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Proper characterization of evaporation and other energy fluxes over
the Dead Sea across various time scales are very important for under-
standing the dynamics of hypersaline deep water bodies, including the
water and heat budgets, and the salt deposit spatio-temporal dynamics
(Sirota et al., 2016; Sirota et al., 2017).

Evaporation estimations from water bodies can be made by direct or
indirect methods. The eddy covariance technique is a direct method,
that under certain limitations considered to be the most accurate and
reliable technique for evaporation measurements (Itier and Brunet,
1996); however it requires expensive instruments and highly de-
manding data analysis. The indirect methods for evaporation estima-
tion are more commonly used and include mass (water and salt) bal-
ance, energy budgets and mass transfer models (Brutsaert, 2005);
however these could be associated with relatively large uncertainties
(Assouline, 1993). The water balance approach should be quite
straightforward to estimate evaporation in the Dead Sea since it is a
terminal lake, meaning that knowing the changes in the volume of the
lake and the inflows, evaporation can be calculated as the residual flux.
However, whereas the lake level and bathymetry are measured with
minor uncertainties (< 1% on an annual basis), the inflows discharge,
pumping of the potash industries and the discharged end brine are not
well monitored, leading to uncertain evaporation estimates. Following
the approach applied in Lake Kinneret (Assouline, 1993), Lensky et al.
(2005) proposed a water, energy and salt budgets scheme for the Dead
Sea, to reduce the large uncertainties associated with the balance ap-
proach in estimating evaporation. The estimates of mean annual eva-
poration from the Dead Sea based on these indirect approaches range
from ∼1m yr−1 (Stanhill, 1994) to ∼2m yr−1 (Salameh and El-Naser,
1999). Direct evaporation measurements can be used for comparison
with evaporation models, as was done in freshwater surfaces (Assouline
and Mahrer, 1993; Stannard and Rosenberry, 1991; Tanny et al., 2008,
2011).

Direct measurements of evaporation and sensible heat flux were
conducted by means of eddy covariance, over lakes, reservoirs and seas,
with variable salinity from freshwater up to the salinity of ocean water
(Allen and Tasumi, 2005; Assouline et al., 2008; Liu et al., 2012, 2009;
MacKellar and McGowan, 2010; McGowan and Sturman, 2010). Re-
cently, eddy covariance evaporation measurements were conducted in
the Dead Sea. Lensky et al. (2018) showed that during summer eva-
poration is characterized by a diurnal double peak, one peak related to
radiative heat supply, and the second related to high wind speed during
nighttime. Mor et al. (2018) examined the effect of water surface sali-
nity on the evaporation by simultaneous measurements over a diluted,
low-salinity, plume and over the highly saline brine of the open lake.
Metzger et al. (2018) compared eddy covariance evaporation mea-
surements with modeling during one year. Due to lack of actual mea-
surements of the water surface and column temperatures, and radiation
from the water surface, they utilized several assumptions. These en-
abled indirect calculations of water surface temperature, vapor pressure
difference and energy budget components, which were later used for
the evaporation models.

The above review shows that as yet, whole-year seasonal and
diurnal patterns of evaporation and heat fluxes in the Dead Sea still call
for a systematic study with direct measurements. We hypothesize that
the synoptic- and mesoscale atmospheric circulations will affect eva-
poration in different manners. Hence the objectives of this study are:

(i) Characterize the seasonal and diurnal variations of evaporation and
heat fluxes over the Dead Sea, and their forcing hydro-meteor-
ological variables, during a whole year, by means of direct mea-
surements over two consecutive years.

(ii) Investigate the applicability of various evaporation models for the
deep hypersaline Dead Sea.

2. Methods

2.1. Sites and sensors

Measurements were conducted from onshore and offshore stations
at the Dead Sea (Fig. 1), as described below. Measurements were made
during 2 years, from March 2015 to April 2017, with some gap periods
as depicted below.

2.1.1. Onshore station
The onshore station, hereafter denoted as Mishmar coastal station

(MS), was located at the waterline (1–20m onshore), on the tip of an
elongated peninsula at the west coast of the lake (239863, 588405 ITM;
Fig. 1b). The station was equipped with an eddy covariance system
measuring evaporation rate (E) and sensible heat flux (H). The sensors
were mounted 4.33m above the water surface on an aluminum tower,
anchored to the shore salt bed (Fig. 1c).

The eddy covariance system consisted of a three-dimensional sonic
anemometer (WindMaster Pro; Gill Instruments Ltd., UK) and an open-
path carbon dioxide/water vapor (CO2/H2O) infrared gas analyzer
(IRGA; model LI 7500RS, LI-COR, Inc., USA). The 20 Hz raw data were
processed and corrected to obtain half-hourly eddy fluxes using the
EddyPro software by LI-COR. Most data processing was done on-site
using the Smart-Flux system by LI-COR with embedded EddyPro soft-
ware.

Eddy fluxes were measured from 29/MAR/2015 until 3/APR/2017.
Gaps in data collection caused by instrument failure and repair are
17%, mainly during the intervals 26/OCT/2015-30/DEC/2015 and 04/
APR/2016-31/MAY/2016. From the available data, 72% is considered
valid flux measurements; the 28% of invalid measurements are due to:
(i) 17.8% – wind directions from land (between azimuth of 180–300
degrees clockwise), and (ii) 10.2% – data flagged by EddyPro as low
quality due to unsteady conditions. Only valid data were used in the
following analyses.

Other meteorological variables measurements at the station were
conducted with an air temperature (Ta) and relative humidity (RH)
probe (model EE181; Campbell Scientific, Inc., USA) and a two-di-
mensional sonic anemometer (WindSonic; Gill Instruments, Inc., UK),
which measured every 5 s and recorded the 10min averages of mean
wind speed and direction. Meteorological variables were recorded on a
data logger (model CR1000; Campbell Scientific, Inc., USA). The latter
instruments are identical to those on the offshore station (as described
below) and enable comparing the data from both stations.

2.1.2. Offshore station
A meteorological buoy (EG100, Fig. 1b, 1d), located about 5 km

northeast of the onshore station (241500, 593059 ITM), measured air
temperature, air humidity and wind speed and direction, using similar
sensor types and recording intervals as the onshore station. In addition,
the buoy measured radiation fluxes at a height of 2m above water
surface, for calculating net radiation, (Rn) (CNR4; Kipp & Zonen B.V.,
The Netherlands); water surface temperature (Ts) using an infrared
radiometer (SI-4H1; Apogee Instruments, Inc.) at 3 m above water
surface; and water temperature profile of the upper 40m using a
thermistor chain (12–19 thermistors, data averaged every 20min). We
found that the offshore station well represented the onshore station, as
was indicated by the close relation between U, Ta, and RH at the two
stations (Lensky et al., 2018).

2.2. Data analysis

The vapor pressure difference, (Δe, Eq. (1)) is calculated using
measured Dead Sea water activity, β=0.65 (Mor et al., 2018), mea-
sured water surface and air temperatures and relative humidity. The
Magnus-Tetens formula is used for the saturation vapor pressure:
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( ) 6.105·exp 17.27·
237.7sat (2)

where T is temperature in °C and esat is in mbar (Barenburg, 1974).
The half hourly flux data obtained by the EddyPro software was

further processed for different purposes: (i) a mean diurnal course was
calculated as half hourly average of 7 days; (ii) the seasonal variation of
the diurnal course was characterized similarly, but along their varia-
tions within the seasonal course; (iii) the seasonal variation of the daily
average evaporation (and other fluxes) was calculated as the sum of the
48 half hours a day, and was further smoothed using a 7 day window
moving average. Every error bar presented in this work represents the
standard deviation normalized by n – 1, where n is the number of data
entries being averaged.

For the estimation of the heat storage change (G), we divided the
lake water body into horizontal layers assuming uniform temperature in
each layer. The measured temperature using the 19 thermistors along
the 40m was interpolated to 40 layers, one meter thick. The total heat
storage of the lake (Qt) is the sum of the layers’ heat storage, where the
heat storage of the i′th layer (Qi) was calculated by:

=Q ρ Cp T A z· · · ·i DS DS i i i (3)

where Dead Sea water density is, ρDS=1244 kgm−3 (Arnon et al.,
2016; Sirota et al., 2016), heat capacity of the Dead Sea brine,
CpDS=3030 J kg−1K−1 (Steinhorn, 1981), Ti is the water temperature
of the layer in K, Ai is the area of the layer normalized by the water
surface area and zi is the layer's thickness. The monthly heat storage
change, =G dQ

dt
t , was calculated according to the best fit linear slope of

the total heat storage. For the diurnal course of G, we used a moving
mean of four hours and the maximal depth for integration was chosen
as 15m, in order to reduce the impact of internal waves on the calcu-
lations of G (Arnon et al., 2014); for more details see (Lensky et al.,
2018).

3. Results

3.1. Measurements

3.1.1. General presentation of measured data
Figs. 2 and 3 below present, in two different manners, the whole

two years measured and analyzed data set, including meteorological
and limnological measurements, evaporation and heat fluxes. Later,
Figs. 4 and 5 present diurnal courses of selected variables during typical
seasons.

Seasonal and diurnal variations of the governing meteorological
conditions, evaporation and energy fluxes are shown in Fig. 2, based on
half hourly averaged data. In Fig. 2, horizontally correlated regions
(horizontal ‘continuous stripes’) are evidence for a diurnal course that is
repeatedly maintained by atmospheric meso-scale flows along the
summer season, whereas vertically correlated regions (vertical ‘stripes’)
indicate events lasting longer than a day, representing synoptic-scale
events (see introduction).

Fig. 3 presents monthly means daytime and nighttime values of the
sensible and latent heat fluxes, meteorological variables (Ts – Ta, U, Δe),
and monthly means of net radiation and heat storage change. Fig. 3 is a
more intuitive and conventional plot however Fig. 2 provides the entire
dataset, so these figures are complementary. Fig. 3 provides another
perspective to determine the dominance of the diurnal (separation of
day and night) and seasonal cycles. In this study, nighttime is defined as
the period where the incoming solar radiation (S0) is negligible
(< 0.5Wm−2). Monthly averaged values of the measured meteor-
ological variables are shown in Tables 1 and 2 (appendix).

3.1.2. Climatic and meteorological conditions – seasonal and diurnal
variations

The net radiation is characterized by seasonal and diurnal cycles

(Fig. 2a). The seasonal course has a typical sinuous shape (Fig. 3f), with
monthly averages ranging from ∼20Wm−2 in December to
∼220Wm−2 in June. The diurnal cycle is characterized by positive
values during daytime with maximum values at midday, and nighttime
negative values. The seasonal and diurnal patterns of wind speed (U)
are presented in Fig. 2e and Fig. 3b. During summer, the diurnal cycle
dominates with high winds at night and low wind speed during the day.
This diurnal pattern is attributed to the Mediterranean Sea Breeze – a
mesoscale circulation system induced by the daytime differential sur-
face heating between land and (Mediterranean) Sea. The sea breeze
front reaches the Dead Sea at sunset and blows during night as dry and
warm northerly wind (Alpert et al., 1997; Gertman and Hecht, 2002;
Lensky and Dayan, 2012; Lensky et al., 2018). During winter, synoptic
scale circulation patterns alternate typically every few days, with per-
iods of strong winds (> 6m s−1) that last over a day (vertical stripes in
Fig. 2e). Therefore, the wind diurnal cycle during winter is not domi-
nant (Fig. 3b). The seasonal variation of the monthly mean wind speed
is apparent only through the diurnal cycle: prominent in the summer,
disappearing in the winter (Fig. 3b).

Air temperature is characterized by a seasonal cycle with an am-
plitude larger ( >TΔ 16°C) than the diurnal cycle ( <TΔ 5°C) (Fig. 2b).
Winter daily maximum is in the afternoon and summer daily maximum
is at sunset. The monthly averaged Ta (Table 1), varied with a typical
seasonal sinuous pattern. These observations are consistent with the
long term four decadal measurements from the buoy EG100 (Gertman
and Hecht, 2002; and the database of I. Gertman). It is notable that the
second winter was colder than the first (note color index in Fig. 2b).
Both seasonal and diurnal courses of air temperature show a lagged
response to Rn due to the thermal inertia of the air; while the diurnal
cycle is also subject to the effect of the retarded arrival of Mediterra-
nean Sea breeze (see hereafter).

Water surface temperature (Fig. 2c) exhibited diurnal and seasonal
cycles, similar to air temperature behavior. The diurnal and seasonal
variations of Ts are moderated compared to Ta; additionally, Ts lags Ta
in the seasonal scale (<month). These effects are attributed to the high
thermal inertia of the lake water.

3.1.3. Water heat storage change
The water heat storage change (G, Eq. (3), Fig. 2i) is characterized

by seasonal and diurnal cycles, with high heat flux values
(± 1000Wm−2), similar to Rn. The seasonal cycle ofG is in phase with
Rn (Fig. 3f), however, it remains positive for two months after Rn has
reached its maximum in June, indicating that the lake is still heating
even though Rn is already diminishing (also observed inTs). The diurnal
course of G along the warm season is characterized by positive values
during the daytime and negative values at nighttime, indicating that the
lake is storing energy during the day and dissipating it during the night.
The amplitude of the diurnal cycle varies seasonally, similarly to Rn (i.e.
the red strip narrows toward the winter in Fig. 2i). In winter, the lake is
vertically homogeneous and the dominance of the diurnal pattern of G
is reduced (blue domains in Fig. 2i).

3.1.4. Vapor pressure difference
The vapor pressure difference ( eΔ ) seasonal and diurnal patterns are

presented in Fig. 2d and Fig. 3a. A diurnal cycle is dominant in summer
with a triple peak, in the morning, afternoon and evening, with higher
values during daytime. In winter and in the transition seasons, the
diurnal cycle is not evident, since different synoptic conditions dom-
inate. The seasonal cycle presents a summer peak and a winter peak.
Overall the vapor pressure difference in this hyper-arid environment
remained positive along the entire observation period.

3.1.5. Vapor transport agents
The major vapor transport agents are the wind, represented here by

wind speed (Section 3.1) and the thermal stability of the air overlying
the water surface. The temperature difference between the water
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surface and the air is an indicator of the thermal stability of the air
above the water surface (Assouline and Mahrer, 1993). Positive values
(red color in Fig. 2f) are related to unstable conditions that enhance

mixing and turbulence of the air above the water, while negative values
(blue color) represent stable conditions, which diminish these effects.
These processes are significant in transporting vapor from the water

Fig. 2. Diurnal and seasonal variations (y and x axes, accordingly) during two years of measurements. (a) Net radiation (Rn), (b) air temperature (Ta), (c) water
surface temperature (Ts), (d) vapor pressure difference (Δe) (e) wind Speed (U) (f) temperature difference between water surface and overlying air (Ts – Ta) (g)
evaporation rate (E), (h) sensible heat flux (H) and (i) heat storage change (G). All parameters are based on half hourly means. Color scale is in the right of each panel.
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surface and enhancing or depressing evaporation (Assouline and
Mahrer, 1993). During winter, −T Ts a is positive (red regions in Fig. 2f)
along the diurnal cycle. Hence, during winter, a destabilizing vertical
temperature gradient is generated between the water surface and the
cool air which may enhance evaporation rate. It is notable, that −T Ts a
was greater during the second and cooler winter of measurements (Dec
2016, Jan-Feb 2017) due to lower air temperature. In the warm season,

−T Ts a is mostly negative (blue domains) with more negative values
during nighttime than daytime (Fig. 3c). During summer evenings
warm air increases thermal stability, which may explain the low eve-
ning evaporation in spite of the peak in Δe (see discussion).

3.1.6. Evaporation
To analyze seasonal and diurnal cycles of evaporation, in addition to

Fig. 2g and Fig. 3d, we plotted in Figs. 4 and 5, data from three seasonal
regimes: Summer (Jun-Sep), winter (Dec-Feb), and transition seasons
(Mar-May, Oct-Nov).

In summer, a diurnal cycle dominates, with a clear double-peak: an
evaporation peak at night and a second peak in the afternoon (hor-
izontal stripes in Fig. 2g, Fig. 4a). This phenomenon that was analyzed
in detail by Lensky et al. (2018) based on one week of observations, and
is validated here based on data from the entire summer season.

During winter, when the synoptic scale atmospheric circulation
patterns are much more dominant than the mesoscale flow, there is no

evident repeated diurnal cycle (vertical stripes in Fig. 2g, Fig. 4c).
Consequently, due to the different synoptic events, the winter diurnal
patterns are different in the two consecutive years, unlike the summer
diurnal patterns that are reproduced each year.

In the transitional seasons, a gradual change in the diurnal patterns
from winter to summer prevails with a small evaporation peak in the
morning and a daily maximum at night (Fig. 4d). During autumn
(Oct–Nov), as the daytime differential surface heating between land
and sea weakens, the Mediterranean Sea breeze weakens (Lensky and
Dayan, 2012), as well as the night evaporation peak (Fig. 4c). Due to
the nature of synoptic influence in winter and transition seasons, it is
notable that the diurnal cycles of E, Ts – Ta, Δe, U have a weaker var-
iation, as is indicated in Fig. 4b,c,d – the diurnal amplitude is within
their standard deviation error. Fig. 5 presents averaged monthly diurnal
courses of the net radiation and heat storage change, and the latent and
sensible heat fluxes.

In the seasonal time scale, evaporation is high in summer, with a
clear peak in the summer months, which is evident in both years, with
average maximum E in July of 0.174mmhr−1. During winter eva-
poration is variable: since it is subject to synoptic events it can have
either high values (i.e. January 2017: 0.144mmhr−1) leading to eva-
poration winter peak (in addition to summer peak), or have low values
(i.e. January 2016: 0.065mmhr−1). During the transition seasons,
evaporation was low. These monthly-means accumulate to a two-year

Fig. 3. Average monthly daytime and nighttime values of (a) vapor pressure difference, (b) wind speed, (c) temperature difference between the brine and the
overlying air, (d) latent heat flux, (e) sensible heat flux, and (f) monthly means of net radiation and heat storage change. Gray line is the monthly average without
day/night classification. Gaps are due to months with less than 50% of valid data.
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mean annual evaporation rate of 1.13m yr−1 (± 0.13mmhr−1).

3.1.7. Sensible heat flux
The sensible heat flux (H ) is the lowest among the major fluxes

(Fig. 3e and Fig. 5). H is characterized by a diurnal cycle with daytime
positive values, peaking at afternoon, and nighttime negative values
(Fig. 2h); excluding the winter of 2016/17 which was dominated by
positive values throughout the diurnal cycle (Fig. 2h). The magnitude of
the daily peak in H changes seasonally (Fig. 5): it is relatively low in
summer (i.e. 30Wm−2 in July 2015, Fig. 5a) but larger in winter.
During winter H peak reached the magnitude of LE peak (i.e., about
50Wm−2 in January 2016, Fig. 5c). In December 2016, H increased
and was positive through most of the day with highest monthly mean
(Fig. 2h, Fig. 3e). With these changes between the two years, no typical
seasonal cycle could be identified. Note that the sensible heat is not well
correlated to Ts-Ta, as would be expected from flux-gradient law. We do

not have a proper explanation for that, yet, we can hypothesize that this
observation is related to the phenomenon of counter-gradient flux
(Deardorff, 1966), i.e. a flux which is in opposite direction to the mean
gradient of its driving force. This phenomenon may occur when
transport is dominated by moving air parcels, not by the local scalar
gradient, but this calls for a more systematic study on sensible heat,
which is beyond the scope of this paper.

3.2. Evaporation models for hypersaline water surface

The estimates by different evaporation models are compared to
evaporation rates measured by means of the eddy covariance system,
EEC, in order to evaluate their applicability to deep hypersaline water-
bodies. The models are:

1) A mass transfer model (MT model) (Harbeck (1958)):

Fig. 4. Averaged monthly diurnal courses of evaporation (blue), vapor pressure difference (black), wind speed (red) and temperture difference between water surface
and overlying air (gray) of four representitive months (July and October 2015, January and March 2016). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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=E N U e· ·ΔMT (4)

where EMT is the evaporation rate (mm hr−1), N is the mass transfer
coefficient, −U ms( )1 is the wind speed and e mbarΔ ( ) is the vapor
pressure difference (Eq. (1)). This model inherently accounts for
water salinity through Δe (Eq. (1)), and requires the calibration of
the coefficient N.

2) A modified Penman model for hypersaline water surfaces (with a
lowered water activity) developed by Calder and Neal, (1984) (CN
model). This model takes into account the available energy (Rn-G)
while the vapor pressure deficit (VPD) is corrected for the reduced
activity of the saline water, β:

=
− + + −

+
E

R G γ U e T e T

L γ β

Δ( ) (3.6 2.5 )( ( ) ( ))

(Δ / )CN
n sat a

RH
β sat a

(5)

Here, ECN is the evaporation rate in mmhr−1, δ (mbar C−1) is the
rate of increase of saturation pressure with temperature, Rn and G
(W m−2) are the net radiation and water heat storage change, re-
spectively, γ is the psychrometric constant (mbar °C−1), Ta is air
temperature (∘C), and esat (mbar) is saturation vapor pressure (Eq.
(2)).

3) An aerodynamic model (AD) includes a transport coefficient, Ce,
based on the logarithmic wind profile and the friction velocity

derived from high frequency data (Brutsaert, 2005; Tanny et al.,
2008):
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Here ρw and ρa denote water and air density (kgm−3), U is wind
speed (m s−1), p is air pressure (mbar), z1 and z2 are the heights (m)
of wind speed and vapor density measurements, respectively, and

= ∗z u g m/(81 ) ( )m0
2 is the momentum roughness length where

u∗(ms−1) is the measured friction velocity, g is the gravitation ac-
celeration (m s−2), k=0.41 is the Von-Karman constant and
z0v=7.4z0m exp[−2.25(u∗/ν)1/4] (Brutsaert, 1982, Eq. (5.28) and
p. 124), where ν (m2 s−1) is air kinematic viscosity. Here too, the
impact of water salinity is expressed through Δe (Eq. (1)).

Fig. 6 present the monthly average evaporation rates, measured and
calculated, along the two years observation period. The MT model was
calibrated by calculating the mass transfer coefficient, N, that best fits

Fig. 5. Averaged monthly diurnal courses of lake surface energy fluxes: net radiation, latent heat of evaporation and sensible heat, and heat storage change, of four
representitive months (July and October 2015, January and March 2016).
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the monthly averaged measured evaporation (EEC) with the monthly
averages of measured U e·Δ . The best fit for the entire data set is
N=0.0039 ± 0.0001 with R2=0.97 (we also split the dataset to a
first year of calibration and second for validation, and vice versa, which
yielded very similar results: N=0.0040, R2= 0.97 and N=0.0038,
R2=0.98, respectively).

Fig. 7 presents regression of daily averages for the whole period of
calculated evaporation based on the three models (EMT, ECN, EAD) versus
the measured evaporation, EEC, including quantifiable correlation in-
dexes. The calibrated mass transfer model, EMT (N=0.0039), matches best
the observations (slope=1.05); however it overestimates in cases of
low measured evaporation rates (partly in unstable thermal stability
conditions). The aerodynamic model, EAD, underestimates measured
data by about thirty percent (slope= 0.69); EAD closely fits EEC at low
values. The AD model uses friction velocity derived from high fre-
quency wind speed measurements. The need of measuring the friction
velocity is a disadvantage for a practical evaporation formula, since
common meteorological stations does not include sonic anemometers
that are required for such measurements. The modified Penman model,
ECN, overestimated the daily evaporation by 150%. Besides, it is less
suitable due to the inclusion of G, the stored heat flux in the lake, whose
measurement is prone to large errors and is not available from routine
measurements. To summarize, the mass transfer (MT) model with
N=0.0039, best matches the observations; besides, it is a simple for-
mulation, based on common meteorological data and therefore an ex-
cellent candidate for management of water resources.

4. Discussion

4.1. Available energy for evaporation

The Dead Sea is a deep lake and thus has a large heat capacity. The
heat stored in the lake water is used for evaporation and sensible heat
flux. Net radiation is the primary energy source for heating the water
body; Rn daily averages are positive along the year, whereas the heat
storage change alternates seasonally from positive to negative values.
The water body gained heat from March until July and lost heat from
August to February, approximately (Fig. 3f). In addition, our results
showed that evaporation rates in the two consecutive winters could
vary in magnitude (0.065mmhr−1 in January 2016 and
0.144mmhr−1 in January 2017). These observations suggest that the
Dead Sea operates as a source of stored energy, available for evapora-
tion and sensible heat flux even in times of low net radiation, hence all
year long, including nighttime and winter. Winter evaporation rate may
vary annually depending on surface weather events associated with the
varying synoptic scale atmospheric circulation patterns; while in
summer, the evaporation rate is annually uniform, as the Persian trough
is steady along the summer, giving place to the mesoscale flows as the
Mediterranean Sea Breeze.

4.2. Evaporation peaks – environmental controls and timing

The vapor pressure difference in the Dead Sea is constantly positive,
and hence without any transport resistance, evaporation is expected to
follow Δe pattern at any time scale. However transport resistance plays
a major role on evaporation. Diurnal evaporation patterns vary sea-
sonally:

In summer (Jun-Sep), the synoptic circulation is stable providing
weak background wind velocity (Persian trough), thus the diurnal
Mediterranean Sea Breeze (mesoscale circulation) is the dominant wind
pattern. Evaporation is temporally correlated by the vapor pressure
difference and the transport mechanism of the vapor (i.e. wind speed),
resulting in a double peaked pattern. The first E maximum results from
the high noontime net radiation and is associated with the daily peak of
Δe in the afternoon while the second E maximum is attributed to the
nightly high wind speed as shown in Fig. 4a, and for two summers in
Fig. 2. The evening evaporation is suppressed by thermally stable
conditions in spite of Δe peak.

In winter (Dec-Feb), as sunlight duration shortens and its intensity
weakens, the diurnal cycles weaken and are undetected with respect to
the dominant synoptic scale circulation. Continuous positive eΔ and
thermal instability (Fig. 2f; Fig. 3c; Fig. 4c) along with events of high

Fig. 6. Measured (EC) and calculated (MT, CN and AD) monthly means of
evaporation (black and colored, respectively). Gaps are due to months with less
than 50% of valid data. See text for MT models with dashed and solid parts of
the curves. Note the higher correlation of MT model to the measured data.

Fig. 7. Calculated evaporation rates based on three models versus EC measured, daily averages. RMS – root mean square, RSMD - root mean square difference, MAD –
mean absolute difference.
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wind speed associated with synoptic scale atmospheric circulation, in-
duce evaporation regardless of the time of day, resulting in small dif-
ference between nighttime and daytime (Fig. 3d). These synoptic events
may last several days with high wind speed and high evaporation rate
(vertical ‘columns’ in Fig. 2e; Fig. 2g), and change the winter average
monthly mean of evaporation (Table 1). Since summer evaporation was
nearly the same in the two years of measurements, winter changes in
evaporation are accountable for the change in total evaporation be-
tween the years.

Transitional seasons are also subject to synoptic scale events: In
spring (Mar-May), while the nighttime boundary layer is thermally
unstable (Fig. 2d) there is an increase in the night peak and gradual
transition from winter patterns to summer-like diurnal course. In au-
tumn (Oct-Nov) there was only a morning peak temporally correlated
with a daily maximum in wind speed. Hence, during the transition
seasons the evaporation is dependent on wind speed as the daily cycles
of E follow those ofU and the evaporation peaks are aligned with wind
speed peaks (Fig. 4b; Fig. 4d).

4.3. Wind controls the diurnal evaporation course, limited by thermal
stability

In the diurnal time scale, there is a good temporal correlation be-
tween the evaporation rate and wind speed (Fig. 2; Fig. 4). In summer,
as the strong winds are at night, nighttime evaporation is higher than
daytime (e.g. 0.181mmh−1 vs 0.150mmh−1 in August 2015), and is,
thus, a large contributor to annual water loss from the Dead Sea. In the
summer evenings, the vapor pressure difference and wind speed are
high, yet, evaporation is at its lowest. At this time of day, the Medi-
terranean sea-breeze brings warm air, so the thermally stable boundary
layer (Fig. 4a; Fig. 2d), inhibits evaporation (similar effect was docu-
mented by Assouline and Mahrer (1993)). Later, the sea breeze cools
down, thermal stability decreases and evaporation rate increases. The
superposition of wind speed and vapor pressure difference might result
in high evaporation rates, but the thermal stability plays a significant
role. Thermal stability can reduce evaporation, like in summer eve-
nings, or enhance evaporation like in the winter, when the boundary
layer is constantly thermally unstable. Based on these observations, it
seems that wind regime and boundary layer properties dominate the
diurnal evaporation cycle in the Dead Sea.

4.4. Measured and modeled evaporation: relations with forcing variables

Diurnal courses of measured and modeled evaporation rates, are
presented in Fig. 8 in order to relate them to the governing processes.
We present the monthly averaged diurnal course of July 2015, char-
acterized by double diurnal evaporation peak, as presented by Lensky
et al. (2018) for one week, and in the present paper it is expanded to the
entire season. To illustrate the relation between the governing me-
teorological factors and the resulted evaporation, we present in Fig. 8
also the temperature difference between water and overlying air, vapor
pressure difference, wind speed, net radiation and stored water heat
flux. At the diurnal time scale, all three models could not reliably re-
produce the diurnal course of measured evaporation. Here again, EMT

(N=0.0039), seems to provide the best simulation of the measured eva-
poration, EEC. However, in the evening, EMT predicts an evaporation
peak instead of the actual night peak, since it does not take into account
the thermal stability (see the negative vertical temperature difference in
the top panel) which inhibits evening evaporation. The modified
Penman model, ECN, over estimates evaporation with a very large peak
at ∼3AM, which is related to the large Rn-G (Fig. 8). This overestimate

appears to be caused mainly by the very large (and negative) G (Fig. 8);
note that G has very large error bars, illustrating the difficulty in a
reliable estimation of this term in a deep hypersaline lake like the Dead
Sea. Hence, it suggests that Penman type models, which include the
energy storage term, are less reliable for evaporation estimates in such
large, deep, and hypersaline water bodies. The aerodynamic model,
EAD, generally underestimates evaporation and follows the daily course
pattern, except for overestimating evaporation in evening instead of
during nighttime, similar to the EMT. Although EAD is based on mea-
sured friction velocity (through the roughness length term in Ce) which
represents the turbulence of the flow, it does not take into account
explicitly the atmospheric stability, induced by the negative tempera-
ture difference, since Ce assumes neutral stability. Therefore, it over-
estimates evaporation during evening.

4.5. Vapor pressure difference controls the seasonal evaporation cycle

On the seasonal time scale, patterns of vapor pressure difference are
temporally correlated to those of measured evaporation and evapora-
tion models estimations (Fig. 3a,d, Fig. 6 respectively). This correlation
is also valid for the calculated evaporation using the mass transfer
model. The vapor pressure difference dominates the seasonal variations
in evaporation, with possible inter annual differences between winters
that are attributed to the magnitude of synoptic events.

Fig. 8. Diurnal course of measured and calculated evaporation, monthly aver-
aged for July 2015. Calculated evaporation is based on mass transfer model
(MT), Penman model for the Dead Sea – Calder and Neal (1984) (CN), and
aerodynamic model (AD). Also presented are, from top to bottom, measured
temperature difference between water surface and air, vapor pressure differ-
ence, wind speed and the radiative and stored heat fluxes.
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5. Conclusions

Evaporation from the Dead-Sea was measured directly with an eddy
covariance system during a two-year period, along with corresponding
energy fluxes and meteorological variables. Data is analyzed on diurnal
and seasonal timescales. The following main conclusions can be drawn
from this study:

1. The Dead Sea stores heat during the day, providing energy for
evaporation at night in summer, and stores heat during summer,
providing heat for evaporation in winter.

2. The annual rate of evaporation from the Dead Sea is 1.13m yr−1,
with a significant contribution of nighttime evaporation in summer
and during winter.

3. Evaporation in the Dead Sea is governed by vapor pressure differ-
ence in the seasonal time scale and wind speed in the diurnal time
scale.

4. Thermal stability of the overlying boundary layer is also a sig-
nificant factor on evaporation: stable conditions can depress the
evaporation rate, despite high wind and vapor pressure difference.

5. After being calibrated and validated against measured data, the

mass transfer model gives a good estimation for monthly evapora-
tion rate and can be applied for the Dead Sea brine using:
EMT=N⋅U⋅Δe, N=0.0039 ± 0.0001.
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Appendix A. Table of monthly averaged meteorological variables and components of the surface energy budget

Table 1
Monthly averaged meteorological variables and components of the surface energy budget during the observation period: S0: incoming solar radiation (W m−2); Rn:
net radiation (W m−2); H: sensible heat flux (W m−2); LE: latent heat flux (W m−2; G: the heat storage change in the water body (W m−2); U: wind speed (m s−1); RH:
relative humidity (%); Ta: air temperature (°C); Ts: water surface temperature (°C); ΔT: temperature difference between the water surface and the air (Ts – Ta, °C); ea:
vapor pressure in the atmosphere (mbar); es: vapor pressure at the water surface (mbar); Δe: vapor pressure difference between the water surface and the atmosphere
(mbar); E: evaporation rate (mm hr−1). S0, Rn and Ts were measured at EG100 station, all other parameters at MS station.

Months S0 Rn H LE G U RH Ta Ts ΔT ea es Δe E

April 243.9 150.6 14.3 73.9 28.2 4.54 43.9 24.1 24.0 0.0 13.04 19.41 6.37 0.108
May 300.1 205.2 8.3 82.9 116.0 4.39 43.9 28.9 27.2 −1.6 17.10 23.54 6.44 0.107
June 312.6 220.1 20.1 104.9 68.3 4.40 44.4 30.7 30.0 −0.7 19.26 27.50 8.25 0.156
July 311.9 217.8 13.8 116.9 80.4 4.47 44.5 33.1 32.1 −1.0 22.24 31.00 8.76 0.174
August 271.9 188.6 16.8 109.6 34.3 4.47 46.3 35.0 34.1 −0.8 25.74 34.76 9.03 0.164
September 212.3 133.7 14.8 101.2 −53.8 4.22 46.4 34.0 33.1 −0.8 24.48 32.89 8.42 0.150
October 162.5 86.6 13.4 71.2 −75.6 4.25 51.5 30.0 30.4 0.4 21.70 28.21 6.51 0.104
November 128.1 47.4 −209.3 4.84 48.6 25.3 25.9 0.6 15.57 21.77 6.19
December 119.7 20.4 −138.0 4.38 45.4 19.2 23.2 4.0 10.14 18.47 8.34
January 118.9 29.4 19.0 53.5 −132.6 4.31 48.9 18.0 22.6 4.6 10.04 17.80 7.75 0.077
February 165.5 71.3 12.9 44.6 −33.9 4.31 48.8 21.0 22.8 1.8 12.05 17.98 5.93 0.065
March 202.4 109.7 16.2 69.9 −9.4 4.34 44.0 23.1 23.0 −0.2 12.33 18.18 5.85 0.100
April 266.2 172.0 98.9 4.01 43.8 26.7 25.2 −1.5 15.06 20.80 5.73
May 297.6 208.4 69.1 4.29 40.6 28.8 27.5 −1.3 15.86 23.81 7.95
June 315.3 224.0 14.6 102.0 98.8 4.08 41.9 32.6 30.5 −2.2 20.52 28.35 7.83 0.153
July 303.6 215.9 25.8 113.3 80.0 4.33 43.6 34.3 33.1 −1.2 23.32 32.89 9.57 0.173
August 279.6 199.4 31.0 97.3 −20.6 4.26 46.7 34.3 33.6 −0.7 25.05 33.72 8.66 0.146
September 251.3 167.0 30.8 81.5 −48.2 4.14 45.0 32.4 31.8 −0.7 21.75 30.42 8.68 0.121
October 205.3 111.6 28.8 85.7 −85.8 3.97 45.8 29.7 28.8 −0.8 18.86 25.75 6.89 0.149
November 139.7 37.0 12.2 85.5 −150.8 4.77 38.9 25.0 25.1 0.1 12.46 20.70 8.24 0.143
December 105.9 8.7 45.7 92.5 −157.0 4.94 50.0 18.9 23.1 4.2 10.81 18.32 7.51 0.139
January 121.3 27.5 34.5 99.1 −143.5 4.80 46.0 18.4 22.4 4.0 9.67 17.57 7.91 0.144
February 162.5 59.1 27.4 98.0 −116.7 4.83 44.0 19.0 21.8 2.9 9.53 16.98 7.45 0.143
March 200.5 125.9 13.4 55.8 6.6 4.42 45.5 22.4 22.4 0.0 12.19 17.62 5.43 0.081
Mean 216.6 126.5 20.7 87.0 −28.9 4.4 45.4 26.9 27.2 0.4 16.61 24.10 7.49 0.130
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Appendix B. Table of monthly averaged daytime and nighttime values of meteorological variables and components of the surface energy
budget
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Table 2
Monthly averaged daytime and nighttime values of meteorological variables and components of the surface energy budget in the observation period: H: sensible heat
flux (W m−2); LE: latent heat flux (W m−2); ΔT: temperature difference between the water surface and the air (°C); Δe: vapor pressure difference between the water
surface and the atmosphere (mbar); RH: relative humidity (%); U: wind speed (m s−1). Rn and Ts were measured at EG100 station, all other parameters at MS station.

Months H LE ΔT Δe RH U E

Day Night Day Night Day Night Day Night Day Night Day Night Day Night

April 20.4 7.3 76.9 70.4 −0.1 0.1 6.61 6.09 43.3 44.6 4.34 4.78 0.112 0.103
May 13.7 1.3 81.6 84.6 −1.3 −2.0 6.75 6.02 44.1 43.5 3.77 5.26 0.111 0.102
June 24.5 14.2 104.1 106.1 −0.6 −0.8 8.59 7.78 44.3 44.4 3.70 5.33 0.155 0.158
July 20.1 5.0 112.5 123.1 −0.5 −1.8 9.25 8.08 45.2 43.6 3.30 6.10 0.167 0.183
August 25.4 6.5 100.7 120.1 −0.3 −1.5 9.81 8.09 46.6 46.0 3.11 6.08 0.150 0.181
September 25.7 3.2 94.2 108.7 −0.4 −1.3 9.15 7.64 46.7 46.2 3.00 5.53 0.140 0.161
October 24.5 3.4 70.7 71.6 0.5 0.2 6.92 6.17 51.3 51.7 3.87 4.57 0.103 0.104
November 0.7 0.5 6.46 5.98 48.4 48.8 5.01 4.70
December 3.9 4.0 8.26 8.40 45.9 45.0 4.50 4.29
January 31.0 9.0 51.1 55.4 4.5 4.7 8.06 7.51 47.5 49.9 4.34 4.29 0.074 0.080
February 33.3 −4.3 46.7 42.6 1.7 1.9 6.17 5.73 48.1 49.3 4.27 4.35 0.069 0.061
March 26.6 5.7 71.0 68.8 −0.4 0.1 5.94 5.76 43.2 44.8 4.35 4.34 0.104 0.097
April −1.1 −2.0 5.97 5.46 44.3 43.2 3.58 4.52
May −1.1 −1.5 8.34 7.43 40.3 41.0 3.56 5.28
June 22.5 4.2 96.4 109.5 −1.7 −2.8 7.86 7.80 43.2 40.2 3.27 5.15 0.144 0.164
July 35.6 12.8 106.3 122.5 −0.7 −1.8 9.75 9.33 44.6 42.3 3.25 5.75 0.159 0.191
August 44.4 13.6 87.3 110.3 −0.4 −1.1 9.48 7.60 46.3 47.3 2.92 6.02 0.133 0.163
September 45.4 14.7 75.7 87.8 −0.4 −1.0 9.39 7.90 44.6 45.4 3.02 5.37 0.113 0.130
October 43.6 14.8 85.1 86.2 −0.6 −1.0 7.34 6.46 45.5 46.0 3.34 4.56 0.142 0.155
November 25.6 1.0 90.9 80.9 0.1 0.1 8.29 8.19 38.9 39.0 4.90 4.65 0.149 0.139
December 47.7 44.0 93.3 91.8 3.9 4.5 7.63 7.42 48.6 51.1 4.99 4.89 0.147 0.132
January 39.7 30.4 96.3 101.4 3.8 4.2 7.85 7.95 45.8 46.2 4.98 4.65 0.141 0.147
February 35.1 20.7 100.4 96.0 2.9 2.8 7.72 7.22 43.3 44.6 4.80 4.86 0.145 0.141
March 18.5 8.2 56.4 55.1 0.1 0.0 5.78 5.07 44.9 46.0 4.17 4.67 0.083 0.079
Mean 30.2 10.8 84.9 89.6 0.5 0.2 7.81 7.13 45.2 45.4 3.93 5.00 0.127 0.133
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