Reviewer 2 Comments [Uwe Ehret]

| have reviewed the aforementioned work. My conclusions and comments are as follows:
1. Scope

The article is well within the scope of HESS.

Reply: Thank you.

2. Summary

The authors propose a machine-learning (ML) approach to catchment hydrological modeling in daily
resolution, consisting of graph neural networks (GNNs) pretrained on a distributed hydrological model
(thus absorbing information about physical processes and subbasin connectivity as encoded in the
model), fine-tuned on observed streamflow at available gauges (thus absorbing real-world information
not captured by the hydrological model), and finally, if forecasting rather than simulation is the goal, a
data-fusion approach (thus absorbing information of observations from the immediate past not
captured by GNN modeling based on observed of forcing, but not streamflow). The authors demonstrate
the approach at the example of the high alpine, snow-influenced East Taylor watershed (ETW) in
Colorado, consisting of two adjacent watersheds, one with, one without human influence by a reservoir.
The existing National Water Model (NWM) in the watershed is used as hydrological model. The authors
demonstrate that the GNN can almost fully emulate the NWM (Kling-Gupta efficiency in the order of
0.9). As the NWM itself performs relatively poorly when compared to observations (KGE in the order of
0.5), especially for high flows, the GNN is shown to further profit from fine-tuning against streamflow
observations, and from data fusion, propagating error corrections along the river network connectivity,
in case of forecasting. On this basis, the authors explore GNN setup and training variants depending on
the physics-based model resolution and parameter structure.

Reply: Thank you for the thorough and accurate summary.

3. Evaluation

Overall, this is a very well-written manuscript on a relevant topic. The introduction provides a very good
overview on the topic, the goals of the study, the experimental design, the methods and results are very
clearly explained, and all conclusions by the authors are supported by the results. Congratulations. |
have only very comments:

e  NWM model quality: Overall, the NWM does not perform very well in the ETW basin, and so
does the pretrained and fine-tuned GNN (see Table 2). Can you explain in more detail why this is
so?

Reply: The deficiency of NWM has been noted by several works, especially in snow-dominated regions,
e.g., Garousi-Nejad and Tarboton (2022). The pretraining is designed to mimic the NWM outputs as
much as possible. So if NWM does not match observation well, the pretained model won’t do much



better. The fine tuning is supposed to offer some calibration using training period gage data. In the
revised manuscript, we offered additional explanations on lack of good performance due to fine tuning
around L497.

There can be multiple reasons. First, in this case, fine-tuning is restricted to a few nodes and the total
effect is not as significant as when all nodes are tuned, such as in typical climate applications
\citepfham2019deep}. Second, the forcing data we used in driving the GWN is not accurate enough to
allow the models to capture high flows. Nevertheless, the bias corrections resulting from the fine-tuning
stage, especially in the phase of the time series, are important for the subsequent data fusion step.

e Also, | have seen many studies where LSTMs were trained on watershed data in the US, in daily
time steps, for basins with snow influence, with higher performance. While | see the benefits of
the author's approach to emulate high-resolution physics-based watershed models, | wonder
what KGE in testing could be achieved by LSTMs simply trained on the available gauges. |
suspect they would outperform both the NWM and the GNN. Again, this will not invalidate this
study, as the goal is somewhat different. Nevertheless, training an LSTM at least on some or one
of the gauges (e.g. at the basin outlet) and presenting the results would help to put the results
of the study into perspective.

Reply: We believe the Reviewer is referring to a series of data-driven LSTM papers published by Freddie
Kratzert et al. in recent years on the CAMELS dataset. Indeed, their LSTM achieved state-of-the-art
performance. However, using the same dataset and also training at daily steps, we showed recently that
GNN and LSTM achieved comparable performance in terms of NSE cumulative distribution. In Figure 1,
adapted from Figure 8 of our WRR paper, we showed that a pure data-driven GNN is slightly better than
LSTM over Colorado watersheds.

So why didn’t we take a data-driven approach here? As the Reviewer mentioned, our goal is different.
We would like to be able to estimate streamflow at all ungauged locations (nodes) and so far process-
based models seem to offer the most meaningful way. Of course, the price we pay is the biases
introduced by model errors that are hard to eliminate using fine tuning alone. Nevertheless, after
postprocessing, the results become much better. The other fact we’d like to point out is that CAMELS
represents a carefully curated dataset that has eliminated anthropogenic effect (such as man-made
reservoirs), while half of the watershed in ETW is affected by the Taylor Park reservoir. This human
effect is hard to model for even data-driven ML models if the predictors (e.g., reservoir release time
series) are not available.
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Figure 1. Comparison between GraphWavenet and LSTM over the CAMELS dataset. Gages falling in Colorado state are circled.
Figure adapted from Figure 8 in Sun et al., 2021.

e Fig 6: In the figure caption, subplot c) is not explained
Reply: Changed.
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