
Response to reviewers’ comments  
„Spatiotemporal development of the 2018-2019 groundwater drought in the Netherlands: a data-based 
approach“ by Brakkee et al. 

With this Author’s Response we responded to all the reviewers’ comments (July 2021) and set out our 
planned revisions. We have now (September 2021) indicated in red where the revisions can be found 
in the final updated document. 

We want to thank all four reviewers for their interest in our study and their thorough and insightful 
feedback. As much of the feedback overlapped between the reviewers, we would like to give a general 
response first and outline the main revisions planned. Then we will discuss all major comments of the 
four reviewers individually. 

From the reviewers’ comments, we see two major points emerge that encompass much of the 
feedback: 

1. Better justification and explanation of methodology for data validation and time series 
modelling. 
For the data validation methods section, the reviewers point to choices for parameters and 
thresholds that need better justification and explanation. We will therefore go through this 
section to ensure all choices are founded. Part of these parameters were derived from 
literature or knowledge of site conditions and for these we will add the appropriate references 
and explanations. A few of the parameters used in the data validation were chosen by tests on 
the dataset in an initial exploratory analysis. We plan to include a test of the performance of 
the validation method (as Table 2 in the manuscript) with different values of these parameters 
to evaluate their effect. In addition, we will add figures of the tested time series to show what 
the method means visually, probably as an appendix. We think this will provide the 
justification needed. 
For the time series modelling methods section, several of the reviewers ask to provide more 
information on the precise model setup, for which we now refer mostly to the paper by 
Collenteur et al. (2019). We will add a paragraph explaining how an impulse-response time 
series model (set up through Pastas) works, the different parameters and the settings used. 
An additional paragraph may be appropriate for this, but if the information needed to allow 
reproduction of the results is too lengthy, we will add it as an appendix. In addition, two of the 
reviewers have questions on the effect of linear versus nonlinear recharge modelling in our 
study. Comparing the two was not an aim of our study and we have not tested the nonlinear 
models sufficiently to draw any conclusions. We will therefore remove the statement on 
nonlinear modelling in Line 172-174 and discuss the effect of linear versus nonlinear 
modelling in the discussion section, as we agree this is indeed a very important topic for 
groundwater drought research. 
At the start of the methods section, we will add a definition of what we mean by ‘usefulness’ 
(research aim 1, line 105-106) and what components it consists of. This is now implicitly 
described in the introduction and methods sections; adding an explicit explanation will help to 
justify the choices made in the methodology. 

2. More focus in the topics covered. 
From the reviewers’ comments we get the feeling that the paper would benefit from skipping 
one or two of the themes discussed, and covering the remaining themes more thoroughly by 
adding some missing pieces (as explained above). The reviewers suggest the analysis and 
discussion on prediction performance is not essential to the study (Reviewer #1 and #3). We 
plan to skip drought prediction performance as a separate research topic, by moving the 
performed analysis on ‘prediction performance’ as an additional element to the model 
evaluation, as suggested by Reviewer #1. We will also remove the analysis of initial conditions 



(line 406-411) and remove most of the discussion on drought prediction performance from 
the discussion section, instead adding a short discussion on the potential of TSM for 
prediction and what clues our research gives for that.  

Based on this ‘red line’ in the feedback received from the reviewers, the main revisions we plan to 
make are: 

Main revision #1 Define what we mean by “usefulness” and what components it consists of. See line 
108-110. 

MR #2 Add explanations and references to parameters, thresholds and other choices in the data 
validation section. See line 127-130, 150-154, Table 1. 

MR #3 Add a parameter test for the validation method, testing the effect of the parameters on error 
identification. To do this properly, we also updated the validation test set to a larger number of series. 
See Appendix A2, line 224-234, 328-341. 

MR #4 Add figures in an appendix of series with different kinds of visual errors and the three different 
series types. See Appendix A3. 

MR #5 Add a paragraph with explanation of impulse-response TSM and used model setup in Pastas; 
include this in an appendix if it becomes too lengthy. See Section 3.1 and Appendix A1. 

MR #6 Remove prediction as a separate research topic. Drought prediction was largely removed as a 
separate topic; the results with a reduced calibration period were included in the model simulation 
evaluation (line 251-254, Section 4.1.3). 

MR #7 Add short discussion on the limitations of linear recharge modelling for drought conditions in 
the discussion section. See line 485-496. 

Below we reply to all non-minor reviewer comments and explain how we will address them through 
the above main revisions and other smaller revisions. The reviewers’ comments are shown in italics, 
our responses are shown in plain text, and planned revisions in blue. The reviewers’ minor comments 
will of course also be dealt with as we revise the manuscript. 

Reviewer #1 
Methodological aspects  

- Line 159: What is „short-term“ (days, months, years?). And why are these not relevant. Please 
explain. 

Drought is generally considered to occur on timescales of months to years (van Loon, 2016). By ‘short-
term’ disturbances, we mean disturbances on much shorter timescales of days to weeks. A week-long 
lowering of the water table for building works, as an example of a short-term disturbance, will 
generally not lead to drought impacts on nearby crops. Such variations also disappear mostly in the 
aggregation to monthly values we and many other groundwater drought studies use (e.g. Bakke et al., 
2020; van Loon et al., 2015).  

Revision: add explicit reference to timescales of drought and deviations in this section, referring to 
earlier studies. See line 170-172, 182-183. 

- Line 162: Why are long term disturbances relevant for drought studies? Please explain. 

If we define drought as ‘a lower water level than normal’ over a long period (months-years) (van Loon, 
2016), then any sustained deviation in the water table is relevant, whatever driver causes it (van Loon 
et al., 2016). For example, sustained periods of increased water abstraction will cause sustained lower 



water levels than normal, and thus drought and drought impacts, even when the deviations are not 
expected from rainfall and evapotranspiration alone. 

Revision: add an example of a ‘long-term deviation’ in this section. See line 173-176, 183-186. 

- Line 166: Why are time series with long-term changes less reliable for drought analyses (also given 
the prev. point). Or does this refer to their simulations? 

Here we refer to those series with a long-term trend or other long-term deviations from the pattern 
expected from rainfall and evapotranspiration. These deviations may be real, caused for example by 
water management changes, but may also be caused by instrument drift or e.g. errors in the ground 
surface level metadata (Post & von Asmuth, 2013). Because of this possibility of an error causing the 
deviation, these series are less reliable.  

Revision: add examples of real and erroneous long-term deviations in this section. See line 173-176, 
210-213. 

- Line 170-71: I would prefer a bit more detailed description of the PASTAS approach here (I can read it 
from the mentioned publication, but a short summary of the approach and the used parameters would 
be easier for readers that do not want to go over all the details). 

We see that we have indeed been too brief in the model description. We will include an extra 
paragraph or appendix explaining the impulse-response approach and the used model setup.  

Revision: add explanatory paragraph (main revision #5). See Section 3.1 and Appendix A1. 

- Line 173: describe the used non-linear approach in more detail (or delete / move to discussion that 
you tested a non-linear approach and how). 

The first functionalities for nonlinear recharge modelling have been included into Pastas towards the 
end of the period we performed the research. We have only done a very brief test of this functionality 
to see if it might have very large benefits for our case, but were not able to reach conclusive results on 
this. We therefore agree it is better to remove this comment from the methods and shortly discuss 
the nonlinear modelling in the discussion section. 

Revision: remove nonlinear recharge modelling from methods and discuss its potential in the 
discussion (main revision #7). See line 150-154, 485-496. 

- Line 176: why a cutoff at >20 cm. Is the reason that GW head can exceed surface level related to 
inaccuracies in the used elevation data? 

The first cleaning step in line 176 is indeed meant to remove those data points that seem inconsistent 
with the elevation metadata of the well filter, which can be due to errors in the measurements or in 
the metadata. In parts of the study area, groundwater levels are shallow and also temporary shallow 
inundation is possible. Therefore, groundwater levels slightly above the surface are not necessarily 
wrong (see also Leunk, 2014). Deep inundation is less likely for most locations where groundwater 
level is measured as it would occur only by e.g. river flooding. We chose the 20 cm as a boundary 
between ‘shallow’ and ‘deep’ to remove the most unlikely data points without filtering out too much 
in advance.   

Revision: add explanation for the 20 cm cutoff. See Table 1. 

- Line 177-178: the use of thresholds like 20% of data and 50% of the measurement ranges should be 
better justified or evaluated. Also, by focusing on both the wet and dry outliers at the same time, you 
might either: disregard some GW wells that are suitable for drought but have a lot of variance in the 
wetter domain or include some less suitable wells that have a high variance in the dry domain and a 
low variance in the wet domain. This should be discussed. 



The justification of the used thresholds in the data validation will be improved by main revisions #2 
and #3. As for the removal of dry and wet outliers at the same time: this data validation step (step 2, 
Line 177-178) is meant to remove those measurements that are so far from the normal range that 
visual inspection would easily identify them as errors (the thresholds were determined by visual 
checking of series). In this step no wells are discarded yet, only individual measurements; it only serves 
to improve the model performance in further steps. We therefore believe no separate treatment of 
wet and dry outliers is needed. We will, however, include some figures of series in an appendix to 
illustrate this step.  

Revision: examine the effect of the thresholds in the validation parameter test (main revision #3); add 
figures with examples of far and near outliers in the appendix (main revision #4). See Table 1, 
Appendix A2, Appendix A3, line 328-341. 

- Line 180: what is „basic model settings of PASTAS“ 

Revision: explain the basic settings used in an extra paragraph or appendix (main revision #5). See 
Section 3.1 and Appendix A1. 

- Line 185: better explain A, f and d, and what these metrics mean. 

Revision: we will include these parameters in the explaining paragraph/appendix on the model 
approach (main revision #5). See line 158-161 and Appendix A1. 

- Line 202 (and other places): The term „aggregated” alone can mean various things. Be precise. 

In all cases in the article, spatial and temporal aggregation has been done by taking averages, which 
we will indeed specify in the text. 

Revision: Specify throughout how aggregation is done. See line 215, 286. 

- Line 205: why randomly select 120 GW timeseries and then select 56 from those 120. Why not just 
select 56 randomly? 

This was done to ensure both a good cover of the dataset (by random selection of 20 points from each 
province) and ensure a test set that included as many different types of errors as possible (by selecting 
from the first selection series with different kinds of visually clear errors and without those). We will 
explain this in the text. 

Revision: explain approach for selecting test series in line 205. We have enlarged the validation test 
set to allow the parameter sensitivity test and now selected all series randomly, see line 220-224. 

- Line 205-206: it would be helpful to show some exemplary timeseries with and without visual errors, 
preferably in the results (maybe in the supplement). 

We agree that some figures would help to understand the validation approach, as other reviewers 
have also suggested. We will add figures of visually erroneous and clean series in an appendix 
(Revision #5). 

Revision: figures of visually erroneous and clean series in appendix (Revision #5). See Appendix A3. 

- Line 209-210: please provide abbreviations of true positive etc. here. Otherwise, few people will 
understand table 2. 

Revision: include abbreviations. See Table 3 and text of line 313-319. 

- Line 218-219: please provide more detail about the PASTAS model as applied in this study here or in 
the previous section. 

See main revision #3. See Section 3.1 and Appendix A3. 



- Line 232: what are these „practical consequences“ 

By the “practical consequences” of a model error, we mean that if the simulations would be used for 
water management decisions or impact studies, a certain error in simulated groundwater levels could 
lead to wrong decisions or conclusions depending on the local situation. If groundwater levels are 
normally already 5 meters below the surface and out of reach of most plants, an error in the simulated 
water level of half a metre will not lead to substantially wrong conclusions on the drought effects that 
are to be expected at that site. If levels are normally close to the surface, such a drop may have severe 
consequences for the vegetation. Therefore, small errors in model simulations will more easily distort 
the expected drought impacts in areas with shallow water levels.  

Revision: refer to “drought impacts” rather than ‘practical consequences’ in line 232 to make this 
point more clear. We have elaborated this point some further in line 247-250 and 471-473. 

- Line 238: which distribution is used for the SPEI? 

For the SPEI, we used a normal distribution for transformation. In the original paper (Vicente-Serrano 
et al., 2010) a log-logistic distribution is used, but we stayed with a simpler distribution as the SPEI 
data are not used quantitatively for analysis but only for graphical plotting.  

Revision: include SPEI distribution in line 238. See line 268. 

- Line 240: why not simply the mean of all stations in a region? 

Reference evapotranspiration was available only from 15 stations, and the set of stations within a 
zone did not always cover the zone well (e.g. no stations in one half of the zone, or stations at the very 
edge near the sea). The average of the three stations closest to the midpoint therefore gave a more 
representative image of ETref in the zone. 

Revision: note the number of ETref stations again in this section to make this more clear. See line 266-
268. 

- Line 250: „probably insufficient to do this reliably“ either test this or delete. 

Other studies have elaborately tested the number of data points needed to fit reliable probability 
distributions for groundwater level and other hydrological series. Link et al. (2020) find that in most 
cases more than 100 data points are needed for fitting reliable parametric distributions on 
hydrological series. Therefore, we think the statement made here that 30 years of monthly data is 
likely insufficient for reliable parametric distribution fitting is reasonable, even though not tested by 
ourselves.  

Revision: add reference to Link et al. again in Line 250. See line 280-283. 

- Line 256: the original SGI paper of Bloomfield and Marchant (2013) used 1 / (2n) and not 1 / n. Please 
explain why you differentiate. 

We thank all reviewers for their precise eye to spot this error for us. This is a typo, and in the scripts 
the 1/(2n) has been used as by Bloomfield and Marchant. 

Revision: correct the 1/(2n) error. See line 288. 

- Table 1: values are not correct. E.g., if the lowest SGI is based on 1 / n (1 / 30), the lowest SGI value 
would be >-2. 

See previous comment. 

- Line 269-272. When comparing observed vs simulated SGI, did you match their record lengths. For 
example, if the simulated SGI covers 1990-2019, but the observed SGI 1993-2019, did you recalculate 
the simulated SGI for 1993-2019? 



This is a good point that deserves some further investigation. We did not recalculate the SGI for the 
simulated series, so that indeed the periods might differ slightly between the simulated and measured 
series. This could hamper the comparison over summer 2018 in two ways. Firstly, droughts could have 
occurred in 1990-1992 that are included in the simulated series but not in the measured ones. 
However, no substantial drought periods occurred in this period except for the winter and early spring 
of 1991. Being in a different season, this will not affect the drought index calculated for the summer 
period.  

The small differences in covered periods (because of missing data in 1990-1992 or missing values in 
the rest of the period) could also affect the comparison through a difference in the number of samples 
determining the SGI values. The SGI values are defined by the standard normal distribution values 
corresponding to p=1/(2n) to p=1-(1/(2n)). Therefore with 30 monthly values (n=30) the driest three 
years have SGI -2.13, -1.64 and -1.38; while with 25 monthly values (n=25) these are -2.05,-1.55 and -
1.28. Looking at Figure 8 in the manuscript, the deviations visible in the lowest end of the drought 
spectrum cannot be explained by this difference in n alone. Making the same plot as Figure 8 but 
calculating SGI for measured series only if n=30 (all periods the same) gives the following graph:  

 

The limited number of points that remain hint to the same patterns as Figure 8 in the manuscript, with 
simulated series showing largely the same drought behaviour as measured series except for a certain 
overestimation in the driest ranges.  

All in all, we are confident that the small differences in periods in the measurement-simulation 
comparison for some of the series does not affect the results substantially. We will include the above 
explanation shortly in the text to justify this. 

Revision: add to line 269-272 that record lengths were not matched and shortly why we think this 
does not affect results. See line 305-308. 

- Line 294: did you combine simulated and observed data here? 

Yes, we did. We artificially created a ‘predicted’ series (simulating the drought period forward from 
spring 2018) and a ‘true’ series (with the prediction period replaced by the measurement) as the ‘ideal 
reference’ to compare the predicted series to. As explained above, we will remove the prediction as a 
separate topic and include the analysis in section 3.4 under the topic of simulation reliability. 

- Line 360-361. This should be presented in the method section and more clearly explained. 



We agree with this suggestion. We will explain the calculation of the response times in the method 
section, including the formula used.   

Revision: include method for response times in methods section. See line 255-260. 

In addition, we will adjust the “minor comments” mentioned by Reviewer #1. 

Reviewer #2 
Specific comments 

Title/focus of the manuscript – The text itself is focussed on the TRM-based approach, while the title is 
drawing more attention to the drought analysis. I would reconsider the title to reflect better on the 
manuscript’s content. I am also not sure about the use of the term “data-based” approach (most 
studies are based on data?). 

Indeed, the focus of the study is on evaluating the use of TSM methods for drought analysis, with the 
Dutch 2018-2019 drought as a test case. We agree that the title should be adapted to better reflect 
this focus. The term ‘data-based’ was chosen initially to distinguish this study, which is based fully on 
groundwater data and directly derived TSM simulations, from studies into groundwater drought with 
physically-based models.  

Revision: change title to “Time series modelling for improved understanding of spatiotemporal 
groundwater drought development” We have decided to change the title to “Improved understanding 
of regional groundwater drought development through time series modelling: the 2018-2019 drought 
in the Netherlands”. 

Figures – The figures are easy to read and support the conclusions. On Figure 9 though, it would be 
more useful to present the SGIs of the measured time series for the same months as for the simulated 
time series (Figure 5). 

This is a very good point, and we will indeed adapt Figure 9 to show the same months as Figure 5 to 
allow easy comparison. 

Revision: show April, July and October in Figure 9. See Figure 9. 

Methods – The methods are clearly explained in principle, but in some instances, it would be helpful to 
elaborate a bit on why specific cut-offs were chosen. Please add some more information e.g. on: 

L165 – ‘one or a few’, Did you use a specific threshold for ‘a few’? If yes, this should be added. 

Here we are trying to define generally what we mean by an ‘outlier’. The actual thresholds used for 
identifying these outliers are mentioned in line 177-183. We agree that it would be better to define 
‘outliers’ more formally here as measurements far from the expected behaviour over short periods of 
time (in our case days-weeks, see comments for reviewer #1) (see also Peterson et al., 2018). 

Revision: provide definition of “outliers” with literature reference. See line 170-172. 

L175 – Please elaborate on which basis you decided on the cut-off at 20 cm. 

In the study area groundwater levels slightly above the surface (shallow inundation) are generally 
possible, but measurements showing a groundwater table far above the surface are unlikely and 
probably point to errors. The boundary of 20 cm between ‘shallow’ and ‘deep’ inundation was chosen 
as an estimate to not filter out too much in advance but still remove the most unlikely data points.   

Revision: add short explanation on the 20 cm cutoff. See Table 1. 

L183 – As in L175, a bit more explanation on how procedures (in this case repeating outlier removal 
twice) would be helpful. 



As explained under main revisions #2 and #3, we will indeed add explanations and references to the 
parameters and thresholds used in the data validation where possible, and evaluate the others in a 
parameter test on the data validation. In this case, we found it was necessary to repeat the outlier 
removal because far outliers sometimes distorted the model fitted, so that smaller outliers could not 
be detected. A second step then allowed to identify these smaller outliers. In principle, one could 
continue these iterations until no outliers are present any more (e.g. Peterson et al., 2018), but we 
found that with our setup, repeating too often could lead to removal of points that were visually not 
clearly erroneous, and therefore we kept the number of iterations at a conservative two. 

Revision: explain why two rounds of simulation were used in Line 183; and more generally main 
revisions #2 and #3. See line 198-199 and evaluation of niter and other parameters in Appendix A2 and 
line 328-341. 

L131-132 – Why were those series with > 10 years of data selected? I would be helpful to elaborate a 
bit the cut-offs. Do the 10 years refer to the amount of datapoints, or to 10 years of consecutive data? 
Did you also consider a maximum length of allowed data gaps? 

We chose the 10 years as a minimum to be able to fit time series models reliably. To fit an impulse-
response model, a data series should encompass preferably several times the response time of the 
groundwater level to recharge input. Zaadnoordijk et al. (2019) use a minimum of 8 years as an 
experience-base rule of thumb for the Dutch situation for fitting impulse-response models; we chose a 
slightly longer period to also fit slower locations and encompass enough weather variability. 

By 10 years we refer to 10 years of consecutive data with at least a monthly timestep, but with data 
gaps allowed. Series with long data gaps (>4 years) are filtered out in a later step (line 191). 

Revision: give short explanation in the text. See line 127-128, 202-204. 

L204-206 – The selection of the time series could be explained a bit more in detail; e.g. why around 120 
series were selected at first. 

Here we first randomly selected 20 points from each province (giving 120 series) to ensure we had a 
good cover of the dataset, and then selected from the first selection series with different kinds of 
visually clear errors and without those to make sure the test set covered the different kinds of errors 
in the data.  

Revision: add an explanatory sentence on data selection to line 204-206. We have enlarged the 
validation test set to allow the parameter sensitivity test and now selected all series randomly, see line 
220-224. 

L191 – 4 consecutive years? Also add why data from June-August 2018 was considered as particularly 
crucial. 

The drought of 2018-2019 was at its most extreme in summer 2018, as explained in the introduction. 
As the aim of the case study was to map the development and distribution of this specific drought we 
chose to include only those series that had measured information of this most severe period, rather 
than interpolating this period with the time series modelling. 

Revision: clarify this shortly in Line 191-192. See line 202-203, 128-129. 

L235 – Elaborate on why you chose the three-month-aggregated SPEI 

We chose the three-month aggregation because this most clearly showed the meteorological 
droughts at a time scale comparable to the variations in groundwater level. With shorter time scales, 
the SPEI series shows very short-term droughts and wet periods that do not give insight into the 
weather as a driving factor for groundwater drought, which was the aim of the SPEI timelines in Figure 
3. 



Revision: clarify shortly the match of SPEI with groundwater time scales. See line 268-270. 

L255 – Why did you chose 1/n instead of 1/2n? 

This is a typo, and in the data analysis scripts the 1/(2n) has been used as by Bloomfield and Marchant. 

Revision: correct the formula in Line 255-256. See line 288. 

Table1 – Please add the reference for drought classification. It might be good to discuss in the text, why 
this classification was chosen. In other literature (e.g. Svoboda, M., Hayes, M., and Wood, D.: 
Standardized precipitation index user guide, World Meteorological Organization, Geneva, Switzerland, 
24 pp., 2012.) drought periods are only defined if the index is continuously negative and reaches an 
intensity of -1.0 or less. 

We used the drought classification as introduced by McKee et al. (1993). We chose it because it has 
been frequently applied in other (groundwater) drought studies (e.g. Marchant & Bloomfield, 2018) 
and may therefore be intuitive to many readers. Indeed, other classifications have been used as well. 
However, we use the classes themselves mainly to be able to give interpretable colours to display the 
variability in drought severity in the figures, and not to derive any drought statistics, so the 
classification is not of large importance for the results.  

As for the consideration of a minimum duration with negative SGI, we did not consider this necessary 
to identify drought in the groundwater: as groundwater levels generally vary slowly, an SGI below -1 or 
less already signifies drought conditions that have accumulated over some time, and will generally not 
recover over a very short period (<1 month). Therefore, we consider the direct SGI a suitable and 
straightforward indicator of drought severity for our case. 

Revision: include reference to McKee et al. in Line 260. See line 292-293. 

L270 – Why January 1993? 

The aim of this analysis is to compare the SGIs derived from simulated series to SGIs derived directly 
from measured series. This requires the measured series to ideally cover the same 30-year period as 
the simulated series. However, taking the period 1990-2019 as a hard criterion leaves only a very 
limited number of series for comparison. We therefore allowed series to be slightly shorter. As 
explained in more detail for reviewer #1, allowing the series to miss at most 3 years of data in the 
beginning and at most 5 missing data points for the individual months has little influence on the 
resulting comparison with the simulated SGIs, while still allowing a good number of series for 
comparison.  

Revision: explain shortly why this limit was chosen in the text. See line 301-308. 

L272 – Please add the type of regression analysis 

Revision: note in text that Spearman’s regression was used because of the ordinal data type. See line 
308-309. 

L321 – Please reiterate based on what the dry, normal and wet conditions are defined. 

The definitions of ‘dry’, ‘normal’ and ‘wet’ conditions are shown in Table 3 (0-20th percentile, etc.), but 
we will indeed include them in the text as well. 

Revision: add the percentiles used for dry, normal and wet in the text. See line 349-350. 

We will also correct all “minor specific comments” and “technical corrections” brought up by Reviewer 
#2. 



Reviewer #3 
Applying impulse-response time series modelling on so many groundwater observation wells in order to 
analyze the drought pattern on a regional scale is an impressive work. However, I am not really 
convinced by the necessity and the advantages of the presented approach in the analysis of a drought 
event. This is partly connected to missing or sometimes rather vague explanations/justifications partly 
to the approach itself. To overcome the first issue, it might be advisable to focus either on a) the 
analysis of the drought event or b) the drought prediction. 

We will ensure the consistent justification and explanation of methodological choices through 
Revisions #1 to #3, by adding literature references and explanations where possible, and adding an 
evaluation test of the most important parameters/thresholds used in the validation (See line 108-110. 
127-130, 150-154, Table 1, Appendix A2, line 224-234, 328-341). We plan to remove the prediction 
topic as a separate theme, and fit it into the model reliability/evaluation theme (Main Revision #6), 
improving the focus of the study (line 251-254, Section 4.1.3).   

Main Comments 

In general, I think impulse-response time series modelling can be a useful tool in the analysis of 
groundwater systems. As you point out, the approach is able to give site-specific information (e.g. 
response time) and might also be a powerful tool in forecasting groundwater heads. However, reading 
the manuscript I am still not convinced by the advantages of this approach in connection with the SGI 
in the analysis of a drought event. Most of the following statements are related to the question of how 
much information you gain or lose before calculation SGI values. 

We believe the value of TSM data preparation for drought specifically is that for drought analysis long 
series are needed, which are often available for only a limited number of locations; therefore for 
drought research specifically TSM can be helpful to increase the spatial cover. 

We fully agree that TSM-based data preparation (cleaning, simulation) for groundwater drought 
involves both gains and losses. We evaluate both of these in our study. The loss of information caused 
by TSM simulation consists of errors and real external impacts that are (partly) filtered out in the 
simulation. This loss of information is quantified in Table 3 and Figures 8 and 9, where drought 
assessment on simulated and non-simulated series are compared. The increased scatter in the 
measurement-based maps indeed points to some loss of information especially during severe drought. 
On the gains side, Figure 9 shows the gain reached by TSM data preparation, as the image of the 
drought situation Figure 9 provides based on non-simulated data is much less complete than that in 
Figures 5 and 6 in which many more points can be used. The advantages and the weak points of TSM 
data preparation for drought studies are discussed in section 5.1.2. Based on these, we argue that 
TSM data preparation, especially if further developed, can be very useful in many groundwater 
drought studies, but this choice should be made for every situation individually based on the goal and 
the used data.  

We have included in the article that TSM data preparation involves both gains and losses of 
information and discussed how these could balance in practical cases. See line 91-93 and 504-516. 

L177: Why do you use 20% as a cutoff, please elaborate. 

See main revisions #2 and #3. This cutoff was determined by trial and error on the test series, but we 
will evaluate it more fully in the validation parameter test (main revision #3).  

Revision: include 20% in data validation test. See Appendix A2 and line 328-341. 

L179:  Data cleaning step 2 in combination of using the model results of PASTAS based on time series of 
precipitation and evapotranspiration to remove outliers homogenizes the time series. Don’t you lose 



specific features in the time series especially those related to dry conditions? Is this what you mean by 
‘over-filtering’ (L211)? 

Indeed, the data cleaning and simulation to some extent homogenise the series. In the data 
preparation for drought analysis, a balance needs to be found between removing errors and short-
term disturbances and increasing the number of series useable for analysis on the one hand; and 
inevitably losing some potentially real information on the other hand. This balance is discussed in line 
146-167 and 427-441 and section 5.1.2. We evaluate the loss of information caused by data cleaning 
and simulation in Table 3 and 4 and Figures 8 and 9. These show that indeed some information 
appears to be lost through cleaning and simulation; however, the overall conclusions resulting from 
the analysis on the development of drought still appear robust (line 407-417). As visible in Figure 9, 
not simulating the series but relying on the direct measurement series would have resulted in much 
fewer series for the drought analysis, and therefore also potentially incomplete conclusions on the 
drought development. We therefore believe we have paid due attention to the loss and gain of 
information by time series simulation and cleaning in the analysis and discussion. Further 
developments in time series model cleaning methods may further improve the balance between loss 
and gain, as explained in line 434-441.  

We have added some discussion on this topic, see line 504-516. 

L196-200: What are the reasons for ‘atypical behaviour’? Could site-specific characteristics, i.e. 
hydrogeology, play a role?  In general, I think it would be good for the reader to see either some of the 
original groundwater head time series or the model outcome. 

As explained in line 196-200, series were defined as ‘atypical’ if they could be reasonably modelled by 
rainfall and evapotranspiration, but showed either a trend or one of the parameter values close to the 
bounds of its physically realistic range (physically realistic parameter bounds are included in the Pastas 
package, see Collenteur et al. 2019, p. 880). Trends in the series may be caused by changes in water 
management or by water abstraction; but may also be caused by e.g. instrument drift (Post & von 
Asmuth, 2013). Atypical parameters signify that the model imposed on the data – a wave-type delayed 
response of groundwater to rainfall and evapotranspiration - may not be suitable for the given series, 
potentially because some other process is influencing the series. Hydrogeological site conditions may 
play a role, but looking at the maps of e.g. Figure 5 and 7, the ‘atypical’ locations are located rather 
randomly in space rather than concentrated in some regions as would be expected for large-scale 
hydrogeological impacts.  

We agree that showing some of the actual series is a valuable addition. We will include some figures of 
the different classes of series in an appendix.  

Revision: include figures of normal, atypical and deep locations in appendix (main revision #4). See 
Appendix A3 and clarification in line 210-212. 

L201: Why do you use 60%? It seems to be very low. The distribution (histogram) of the models’ EVP 
would be interesting. It might also be interesting to compare time series with different EVPs, e.g. 60% 
and 80%.  Where are the differences – extremes/timing etc.? 

Various criteria on the EVP are used in time series literature, also depending on the goal of the study. 
Zaadnoordijk et al. (2019) use 30%, while Leunk (2014) uses 70%. We chose the criterion slightly low 
because we wanted to take care not to remove too many series. We will include the EVP criterion in 
the validation parameter test (main revision #3). What the 60% criterion means visually will also be 
shown by the figures of normal, deep, unusual and discarded series we will include (Revision #5).  

Revision: main revision #3 and #5. See Appendix A2, line 328-341 and Figure A5. 

L254: How do you aggregate the daily data? Do you really need a time series lengths of 30 years in a 
daily resolution to calculate the SGI values for 2018? Is it not efficient enough to use time series with a 



coarser temporal resolution and a time series length shorter than 30 years? How many measured data 
sets out of the 2722 fulfill weaker requirements in terms of measurement frequency and length, e.g. at 
least weekly data from the past 20 years? How would the SGI values (using normal score 
transformation) and their spatial distribution look like for these time series. How much extra 
information do you get of using your approach? This kind of analysis would be interesting in order to 
show the advantages of this approach. 

The daily data were aggregated by taking monthly means. The minimum of a 30 year record to identify 
droughts from a hydrological series was originally proposed by McKee (1993) and has since then been 
often used as a standard in drought research (van Loon et al., 2016). As ‘drought’ is defined as a 
deviation from some long-term ‘normal condition’, enough data must be available to estimate this 
normal condition; 30 years is an often used period for this groundwater research (e.g. Ritzema et al., 
2018) as well as in climate research. In addition, for calculating drought indices some parametric or 
non-parametric distribution needs to be fitted on the data, for which 30 years may actually already be 
short (Link et al. 2020). Therefore, we consider 30-year data series an important starting point for the 
drought analysis. We do not take daily data as a prerequisite to use a series; as explained in line 128-
129, the data are partly bi-monthly and partly daily-step.   

The extra information gained by lengthening series rather than using the raw dataset is visualised in 
Figure 9. Figure 9 shows the SGI map that would result from using non-simulated data only, with the 
prerequisite of at least a 27-year long series and at least 25 values for an individual month to show the 
SGI. This still gives over 500 data points, but shows much less spatial detail than is possible by 
lengthening series. We therefore think that for the goal of obtaining a regional image of drought 
development series lengthening does provide important extra information, as also discussed in the 
discussion section. 

Revision: include how aggregation was done; include references for 30 year minimum in text. See line 
215, 286 and line 275-276. 

We will also adjust all “secondary comments” by Reviewer #3. 

Reviewer #4 
We are pleased to have received this additional comment from mr. Collenteur, as the Pastas package 
has been of great use in our study. We have noticed that functionalities for nonlinear modelling and to 
calculate SGIs have been added to Pastas since we performed this study, which will be very interesting 
for further drought research.  

Effect of use of linear model 

An important assumption underlying this study is that a linear recharge model can be used to 
accurately simulate the effects of precipitation and evaporation on the GWL. Previous studies have 
shown (e.g., Berendrecht et al., 2005; Peterson and Western, 2014; Collenteur et al., 2020) that this 
assumption may not always be valid, particularly during drought periods when non-linear unsaturated 
zone processes become more important (e.g., evaporation limited by the availability of soil moisture). 
This is particularly important because these droughts events are the periods of interest in this study. 
This model deficiency may partly explain the large RMSE and ME values in Table 3 of the manuscript 
and the results shown in Figure 8. The linear model could still be an appropriate choice here, but a 
justification of this assumption is required in my opinion. The impact of this assumption on the 
estimated SGI values and the results in general could also be discussed in the discussion section (e.g., in 
lines 450-455). 

We have indeed considered the limitations of linear recharge modelling, as indeed during extreme 
drought periods nonlinear recharge processes may become especially important. The main reason we 
used only linear modelling is that it has often been successfully used for Dutch locations (e.g. 



Zaadnoordijk et al., 2019 and work by von Asmuth); and because nonlinear recharge modelling was 
not available yet in Pastas when we performed the research in spring 2020. As we saw the first 
nonlinear functionalities had been introduced towards the end of our study, we briefly checked if it 
might have very large benefits for our case, but were not able to reach conclusive results on this; as 
the comparison was also not a specific aim of the study, we stayed with the initial linear models. 
However, we fully agree that nonlinear recharge modelling is an important topic to explore in further 
research, especially in relation to drought. We plan to remove the comment on nonlinear modelling 
from line 172-174 and discuss the shortcomings of linear recharge modelling in the discussion. The 
differences in model performance in dry periods (table 3, Figure 8) indeed suggest that some drought-
related processes may be missed. 

Revision: discuss (non)linear recharge modelling in the discussion (main revision #7). See line 485-496 
and line 150-154. 

Uncertainty in time series modelling and its impact on the SGI 

Time series models are used to obtain regular GWL time series, comparable to the approach presented 
by Marchant and Bloomfield (2018). In that study the uncertainty of the simulated GWL was also 
quantified and used to compute the uncertainty of the SGI values. I think it would be interesting to do 
this in this study as well (or discuss why this is not done), given that, despite generally good fits, the 
simulated GWL time series and thus the SGI may still have considerable uncertainties. 

Marchant and Bloomfield (2018) have used a different method than we have used to fill gaps in series, 
as they use TSM to interpolate and extrapolate missing periods rather than simulating whole series. 
The uncertainty quantification they perform is therefore not directly applicable to our method. 
However, we have looked into the reliability of the GWL simulations and the resulting SGI values 
through the model errors with the drought period inside or outside the calibration period (table 3 and 
4); and how this propagates to resulting SGI values (table 4, Figure 8, Figure 9). 

Reproducibility of results 

Some of the claims made in the manuscript directly depend on how the time series modeling was done, 
which is very briefly described in section 3.1 and 3.2. From the information contained in the manuscript 
it is not possible to reproduce the results from this study, to verify any of these claims. I therefore think 
some work is required to improve the reproducibility of the presented work. This could be a much more 
detailed description of the modeling process (e.g., settings, model structure, calibration settings, 
software versions), but perhaps an easier way to do this would be to upload all scripts and data (if 
allowed) to an online repository (e.g., Zenodo) and assign an DOI. This would enable other researchers 
to build upon this work more easily and make it a more valuable contribution. 

As for the data used, all the groundwater data are publicly available from the national groundwater 
database DINO (www.dinoloket.nl) and the weather data from KNMI via 
http://projects.knmi.nl/klimatologie/daggegevens/selectie.cgi (see Line 570-574).  

As for the data processing and modelling, we agree that the methods should be made reproducible as 
much as possible. We are investigating the options of sharing scripts and workflows directly in an 
online database, but this may not be possible yet for the scripts of this specific study (due to current 
administrative limitations). We will add a more detailed description of the settings of the time series 
modelling in the methods section or in an appendix (main revision #5). All scripts used for the study 
can be obtained from the authors by anyone interested, as indicated in Line 570.  

We have elaborated the description of the time series modelling method in Appendix A1 where we 
also included the basic script used for building all models in the study. 

Specific Line Comments: 

http://www.dinoloket.nl/
http://projects.knmi.nl/klimatologie/daggegevens/selectie.cgi


L168. I would kindly ask the Authors to change “PASTAS” to “Pastas” throughout the manuscript. 

Revision: we will change PASTAS to Pastas throughout. See all Pastas references in the article. 

L168-170. I think it would be good to rephrase this sentence, because it reads as if this was the goal of 
developing Pastas, which is incorrect. The use of (Python) scripting is what allows the models to be 
applied in larger workflows. 

Revision: rephrase sentence to “This is a package for analysis of hydrological timeseries developed by 
Collenteur et al. (2019) and allows impulse-response time series models for groundwater heads to be 
easily applied and combined into larger workflows.” We have removed this sentence while rewriting 
the model explanation section.  

L170. It is unclear from the manuscript or the reference what “the basic settings of Pastas” are. It 
should either be described in the manuscript, or the scripts and data can be provided in an Appendix or 
external repository. Sharing the scripts would help in improving the reproducibility, without requiring 
the Authors to go into details about the modeling in the manuscript itself and increasing its length. 

We will add the necessary details of the model setup inside the manuscript or an appendix (main 
revision #5). See Appendix A1. 

L172. Pastas has multiple non-linear recharge models, based on Berendrecht et al. (2005) and 
Collenteur et al. (2020). It is not clear which method has been tried here, but this would be valuable 
information. Moreover, the statement is not supported by any data presented in this manuscript, so it 
is hard to verify such a general statement. Since the non-linear models have more parameters to fit the 
model to the data, compared to the linear model, I find the finding somewhat surprising. However, it 
could be the case that the linear model really does work better, perhaps because evaporation of 
groundwater occurs at most monitoring wells (which would be an interesting finding in itself). 

As explained above, we have only done a very limited test of the nonlinear recharge models in Pastas 
and this is a topic to be further explored in future research. We will remove this comment on 
nonlinear model testing from the methods and discuss the need for exploring nonlinear recharge 
models in the discussion section (main revision #7). See line 485-496 and line 150-154. 

L173-174. “Small minority” could be quantified (e.g., XX number of wells). Also, the current phrasing in 
this sentence seems to suggest that a non-linear model was used for some locations, but in that case 
no parameter “f” would be available for some models (L.185). 

See previous comment, we will remove this sentence. The presented results are all based on linear 
recharge models.  

L462. The fact that the drought was overestimated may also result from the use of a linear model, 
where evaporation is not limited by soil water availability and may ultimately lead to a decrease in 
simulated GWL. 

This is indeed a possibility, that further stresses the need to explore nonlinear recharge modelling 
further for drought studies. However, the model performance over the full period (Table 3) shows that 
groundwater levels in dry periods in general tend to be simulated (slightly) too high. This puzzled us 
and suggests that model setup may not be the only factor explaining the deviations in simulated 
drought in 2018-2019; or that extreme drought periods such as in 2018-2019 have their own unique 
dynamics. We will include the possible influence of linear recharge models in this section (main 
revision #7). See elaborated discussion in line 469-496. 
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