
Unsolicited comment on Dadson et al.: 

A reduced-complexity model of fluvial inundation with a sub-grid representation of 

floodplain topography evaluated for England, United Kingdom 

 

The Bates & Neal Flood Lab, part of the Hydrology Group in the School of Geographical 

Sciences at the University of Bristol, reviewed this HESS Discussion paper during one of our 

meetings and provide the following comments that we hope are useful to the authors. 

 

General comments 

The general framing of the paper does not justify what place a model of this fidelity has in a 

country like the UK. Where metric-resolution inundation models with gauge-based flows, 

better parameterised channels, lidar terrain, and flood defences are already available, what is 

the need for a steady-state, 1 km, undefended model? Observations of flow, channel 

properties, elevation, and flood defences that are more accurate than the components used 

here are readily available for the UK. 

The justification that simulations are quick does not outweigh the need for accurate models. 

The authors fail to discuss the merits of sampling from pre-simulated libraries of more 

accurate flood inundation maps when time is at a premium, for instance, or downscaling the 1 

km model back to the native resolution of the DEM. 

The other justification that simplified models are yet to be evaluated fully is not the case. 

There is already a wealth of literature on the general inability of coarse and/or physics-lite 

models to replicate detailed validation data, some of which the authors themselves cite. 

More specific concerns follow. 

 

Channel and boundary condition configuration 

We were unable to understand the treatment of channels in the model. In particular, whether 

estimated bankfull depths are “burned” into the DEM or retained subgrid. 

It appears that all channel variables are based upon a linear regression of ~30 observations 

collected 30 years ago. We question how representative such poorly constrained equations 

are for applications at national scales, particularly since there is no consideration of slope or 

discharge (the ultimate determinants of hydraulic geometry). 

The extreme boundary condition is again based on a simple uplift of the same measurements 

from the 1991 paper, rather than any understanding of growth curves that the authors’ own 

organisation sets out in the Flood Estimation Handbook. It is also unclear how this boundary 

condition is input to the model: by being steady-state, the model would struggle to simulate 

non-valley filling floods. 

In a country as data-rich as the UK, there is little need to estimate these properties in the way 

the authors describe. The use of its rich network of river gauges and channel approximations 



based on discharge and slope would undoubtedly be a more justifiable approach than the one 

taken: it would not “introduce additional uncertainty” (P3/L15), it would decrease it. 

If the model could readily receive flows as input, as seems to be suggested through its 

intended coupling to JULES, how then would channels be parameterised? 

 

Model validation 

The model validation is questionable. Scaling up the high-resolution benchmark data to that 

of the coarse model is not a fair test of its skill – the appropriateness of low model resolution 

is partly what should be tested. Most channels and floodplains in the UK are <1 km wide, 

meaning (as is shown in Figure 9) the validation procedure simply discriminates whether 

channels exist in broadly the correct locations and whether water is input to them. To suggest 

that “these performance metrics are comparable with those obtained in previous studies” is 

disingenuous when such exercises exhausted the utility of the validation data rather than 

degrading it to fit the model. For the high-level conclusion to be 86% similarity to EA maps 

is patently false. 

The translation of inundated cell fractions to binary wet/dry grids with a very low threshold 

of detection (ε) is, again, a very forgiving comparison. It is not clear why the flood fractions 

are not just compared directly. A more useful test, however, would be to use the validation 

data at their native resolution. 
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