Simulation of rainfall fields conditioned on rain gauge observations and radar estimates using random mixing
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Abstract. The accuracy of spatial precipitation estimates with the relatively high temporospatial resolution is of vital importance in various fields of research and practice. Yet the intricate variability and the intermittent nature of precipitation make it very difficult to obtain accurate spatial precipitation estimates. Radar and rain gauge are two complementary sources of precipitation information: the former is inaccurate in general but is a valid indicator for the spatial pattern of the rainfall field; the latter is relatively accurate but lack spatial coverage. Considering the pros and cons of the two sources of precipitation information, a number of radar-gauge merging techniques have been developed to obtain spatial precipitation estimates over the past years. Conditional simulation has great potential to be used in spatial precipitation estimation. Unlike the commonly used interpolation methods, the results from the conditional simulation is a range of possible estimates due to its Monte Carlo framework. Yet an obstacle that hampers the application of conditional simulation in spatial precipitation estimation is how to obtain the marginal distribution function of the rainfall field with accuracy. In this work, we propose a method to obtain the marginal distribution function of the rainfall field based on rain gauge observations and radar estimates. The conditional simulation method, random mixing (RM), is used to simulate rainfall fields. The properties of the results from the proposed method are elaborated through the comparison with the results from other methods: ordinary Kriging, Kriging with external drift, and conditional merging. Finally, the sensitivity of the proposed method towards the two factors - density of rain gauges and random error in radar estimates - is analyzed.

1 Introduction

Precipitation is one of the most important factors in hydrology and meteorology. The accuracy of spatial precipitation estimates with the relatively high temporospatial resolution is of vital importance in various fields of research and practice, such as the promotion of meteorological and hydrological monitoring, forecast to enhance the capability to cope with natural disasters, the study of climate trends and variability, and the management of water resources (Yilmaz et al., 2005; Michaelides et al., 2009;
Yet unlike many other hydro-meteorological variables such as temperature and humidity, precipitation is intermittent in space and time, i.e., non-rainy areas amidst rainy areas and dry periods amidst wet periods continue to exist (Kumar and Foufoula-Georgiou, 1994). The intricate temporospatial variability and the intermittent nature of precipitation make it very difficult to obtain accurate spatial precipitation estimates (Emmanuel et al., 2012; Cristiano et al., 2017).

Rain gauges, as the only direct measurement device of precipitation on the ground surface, are still counted as the most reliable source of precipitation information in hydrology. Yet rain gauges are only available at limited locations. The representativeness of gauge observations for the entire precipitation field is therefore limited. Significant research has shown that precipitation estimation based on gauge observations suffers from degraded levels of accuracy with increased rainfall intensities during storms where convective processes are significant (Adams, 2016). Meteorological radar, on the other hand, is a superb tool for measuring spatial patterns of reflectivity at the altitude where the measurement is taken. Yet radar-based precipitation estimation can be problematic due to various sources of errors, e.g., variations in the vertical profile reflectivity (VPR), static/dynamic clutter, signal attenuation, anomalous propagation of the beam, uncertainty in the Z–R relationship, etc. (see Doviak and Zrnić, 1993; Collier, 1999; Fabry, 2015, for details). Despite the various sources of errors, radar-based precipitation estimation has been appreciated as a valid indicator of precipitation patterns (Méndez Antonio et al., 2009; Yan et al., 2020). In summary, radar and rain gauge are two complementary sources of precipitation information: the former is in general inaccurate but a valid indicator for the spatial pattern of the rainfall field; the latter is relatively accurate but lack spatial coverage.

Considering the pros and cons of the two sources of precipitation information, a number of radar-gauge merging techniques have been developed to obtain spatial precipitation estimates over the past years. Wang et al. (2013) grouped these techniques into two categories: bias reduction techniques and error variance minimization techniques. The bias reduction techniques attempt to correct the bias of radar rainfall estimates using rain gauge observations. This generic of techniques have a long history, from the earliest mean field bias correction schemes, where a single correction factor is applied to the entire radar field (e.g., Hitschfeld and Bordan, 1954; Wilson, 1970), to the later local bias correction schemes, where spatially distributed correction factors are applied (e.g., Brandes and Edward, 1975; James et al., 1993; Michelson and Koistinen, 2000). The latter, the error variance minimization techniques attempt to eliminate the bias of radar rainfall estimates while minimizing the variance between radar and rain gauge measurements. Representatives of this generic include the Bayesian data combination scheme (Todini, 2001), the Kriging-based techniques such as conditional merging (Sinclair and Pegram, 2005), Kriging with external drift (Hengl et al., 2003; Haberlandt, 2007; Velasco-Forero et al., 2009), and co-Kriging (Schuurmans et al., 2007; Sideris et al., 2014).

In addition to the two categories mentioned above, we pay particular attention to a class of methods that simulate spatial random fields under the Monte Carlo framework. The logic behind is straightforward. When faced with uncertainty in the process of making a forecast or estimation, rather than replacing the uncertain variable with a single average number, the simulation might prove to be a better solution by providing a range of possible outcomes. In the context of merging radar and rain gauge data, the simulation is often applied under constraints, such as the equality constraints at rain gauge locations,
the field pattern indicated by radar, etc. There exists a variety of methods that simulate Gaussian random fields with given covariance functions, such as turning bands simulation, LU-decomposition-based methods, sequential Gaussian simulation, etc. (Mantoglou and Wilson, 1982; Deutsch and Journel, 1998; Chilès and Delfiner, 2000; Lantuéjoul, 2002). Yet the studies on conditional simulation of rainfall fields are rare. One of the major obstacles that hamper the application of conditional simulation in spatial precipitation estimation is how to obtain the marginal distribution function of the rainfall field with accuracy. The distribution function is essential to convert the simulated Gaussian fields to rainfall fields of interest, as the simulation is normally embedded in Gaussian space. In view of this, we propose a method to obtain the distribution function of the rainfall field based on rain gauge observations and radar estimates.

In this paper, the method employed to simulate rainfall fields is random mixing (RM), which was first proposed by Bárdoassy and Hörning (2016) to solve inverse modeling problems in the field of groundwater flow and transport. RM inherits the concept of the gradual deformation (GD) approach described in (Hu, 2000) that a conditional field of interest is obtained as a linear combination of unconditional random fields. Yet different from GD, RM is targeted and flexible to incorporate different kinds of constraints: linear or nonlinear, and the utilization of spatial copulas in the description of the underlying dependence structure enables the separate treatment of dependence structure and marginal distribution. The properties of the results from the proposed method are elaborated through the comparison with the results from other methods: ordinary Kriging, Kriging with external drift, and conditional merging. Finally, the sensitivity of the proposed method towards the two factors - density of rain gauges and random error in radar estimates - is analyzed.

This paper is divided into 5 parts. After the introduction, the methodology of RM is elaborated in Sect. 2. Sect. 3 describes the data used in this work. Sect. 4 compares the results from the proposed method with those from other methods and analyzes the sensitivity of the proposed method. Sect. 5 ends this paper with conclusions.

2 Methodology

2.1 cdf of the rainfall field

As has been described in the introduction, one of the major obstacles that hamper the application of conditional simulation in spatial precipitation estimation is how to obtain the cumulative distribution function of the rainfall field (abbr. cdf-rainfall) with accuracy. As the simulation is normally embedded in Gaussian space, the direct output of the simulation is a Gaussian random field. Thus the cdf-rainfall is needed to convert the simulated Gaussian field to the rainfall field of interest. In this subsection, an algorithm to compute the cdf-rainfall from a set of rain gauge observations and radar estimates is introduced. The algorithm is specified as follows.

1. Estimate the spatial intermittency of the rainfall field as the ratio of the number of dry pixels to the total number of the pixels in the radar estimates \( R_r \). We denote the estimated spatial intermittency as \( u_0 \).

2. Uniform the radar estimates \( R_r \) to a quantile map. Due to the intermittent nature of precipitation, all the dry pixels in \( R_r \) are uniformed to \( u_0 \). In other words, \( u_0 \) is the smallest quantile in the uniformed radar grid.
3. Take the following quality control steps for the two datasets: rain gauge observations \( r_k \) for \( k = 1, \ldots, K \), and the quantiles collocated with the rain gauges in the uniformed radar grid, denoted as \( u_k \) for \( k = 1, \ldots, K \).

1) First, check the zeros in \( r_k \), if the corresponding \( u_k > u_0 \), set \( u_k = u_0 \); check the sampled dry pixels in \( u_k \), if the corresponding \( r_k > 0 \), set \( r_k = 0 \).

This quality control step is applied to maintain the consistency of the two datasets at zeros. It is assumed that the radar estimates can represent the pattern of the rainfall field, yet various factors do exist that can reduce the representativeness of the radar-indicated pattern. It can happen that a zero gauge observation is collocated with a quantile that is slightly larger than \( u_0 \), i.e., a wet pixel in the uniformed radar grid. Similarly, a dry pixel in the uniformed radar grid can correspond to a gauge observation that is slightly larger than 0 mm.

2) Second, sort the two datasets in ascending order, i.e., \( u_1 < \cdots < u_K \) and \( r_1 < \cdots < r_K \).

Due to the same reason as in 1), it can happen that the Spearman’s rank correlation of the two datasets is less than 1, which results in abnormal behavior of the cdf. Thus the two datasets are sorted to maintain the non-decreasing nature of the cdf.

![Figure 1](https://doi.org/10.5194/hess-2021-56)

**Figure 1.** Light grey: The empirical cdf(s) obtained by linearly joining \((r_k, u_k)\) after the two quality control steps, with one highlighted by the black dashed line. Red: the true cdf-rainfall. Note that the empirical cdf(s) shown here are computed from the synthetic data as described in Sect. 3.

4. After the quality control steps, a set of points \((r_k, u_k)\) are obtained. It is assumed that these points distribute unbiasedly around the true cdf, see the empirical cdf obtained by linearly joining the points \((r_k, u_k)\) in Fig. 1. The cdf-rainfall is obtained by fitting a theoretical cdf model under the condition that the fitted cdf starts to be positive at the point \((0, u_0)\).

We denote the estimated cdf-rainfall as \( G(\cdot) \) hereafter.

### 2.2 Prepare the constraints

The Gaussian embedding of the simulation means the constraints should also be defined in the marginal of the standard normal distribution (normalized Gaussian distribution). In the preparation of the constraints, the estimated cdf-rainfall \( G(\cdot) \) is used extensively. In specific, we consider the following three constraints.
1) The equality constraints at rain gauge locations, when defined in the standard normal marginal, means the simulated values at the rain gauge locations should equal the values mapped from the rain gauge observations $r_k$:

$$Z(x_k) = \Phi^{-1}(G(r_k)) \quad \text{for } k = 1, \ldots, K.$$ 

(1)

where $Z$ is the simulated Gaussian field, $x_k$ denotes the gauge location, and $\Phi(\cdot)$ is the cdf of the standard normal distribution.

2) The simulated Gaussian field $Z$ should preserve a given correlation function, which is derived from the radar estimates in the standard normal marginal, i.e.,

$$Z'_r = \Phi^{-1}(G(R_r))$$

(2)

A problem arises here that from the radar estimates $R_r$, one can only obtain a truncated Gaussian field $Z'_r$, as all the dry pixels in $R_r$ are converted to $z_0 = \Phi^{-1}(u_0)$, namely $z_0$ is the smallest value in $Z'_r$. And due to the truncation, one can only obtain a correlation function with a reduced sill. Fig. 2 displays the empirical variograms evaluated from 1000 truncated Gaussian fields in comparison with the true variogram used to generate the corresponding continuous Gaussian fields. From the figure, it can be seen that the empirical and the true variograms have very similar patterns, which indicates the true correlation function can be approached given a priori knowledge that the variance of the simulated field is 1. We denote the estimated covariance function as $\Gamma$ hereafter.

![Figure 2.](image-url) The blue lines denote the empirical variograms evaluated from 1000 truncated Gaussian fields, where the 95% confidence interval is marked by the black dashed lines. The red line denotes the true variogram used to generate the continuous Gaussian fields. Note that the continuous Gaussian field is truncated at $z_0 = \Phi^{-1}(0.36)$.

3) The simulated field should reproduce the field pattern indicated by radar to a certain degree. Obviously, this is an optimization problem, and the goal is to maximize the Pearson’s correlation coefficient of the simulated field $Z$ and the reference field $Z'_r$:

$$O(Z) = \rho(Z, Z'_r) \rightarrow \max$$

(3)
where \( Z \) is the simulated Gaussian field, \( Z' \) is obtained from the radar estimates in Eqn (2), and \( \rho(\cdot) \) is the formula of the Pearson’s correlation coefficient. The same problem arises: \( Z \) is continuous, while \( Z' \) is truncated. To evaluate the objective function, surely one could truncate \( Z \) with \( z_0 \) (the smallest value in \( Z' \)). Yet one could also use \( Z \) directly as shown in Eqn (3). The difference is minor, as a high correlation between \( Z' \) and \( Z \) means a high correlation between \( Z' \) and \( Z \)-truncated. From a parsimonious point of view, we use \( Z \) directly in the evaluation of the objective function.

### 2.3 Random mixing

The task is to estimate the true rainfall field given the set of rain gauge observations and the radar estimates. In terms of conditional simulation, this means to simulate a Gaussian field \( Z \) that fulfills all the constraints described in Sect. 2.2, and then convert \( Z \) to the rainfall field of interest, i.e., to obtain an estimate for the true rainfall field.

We use random mixing (RM) to fulfill the task. RM utilizes the concept described in Hu (2000) that the conditional field of interest is obtained as a linear combination of a number of unconditional random fields \( Y_i \):

\[
Z = \sum_{i=1}^{N} \alpha_i Y_i \tag{4}
\]

where \( Y_i \) denote a number of independent Gaussian random fields with identical statistical properties, i.e., the marginal distribution all follow the standard normal distribution and with the same correlation function. If in addition, the L-2 norm of the weights \( \alpha_i \) fulfills

\[
\sum_{i=1}^{N} \alpha_i^2 = 1 \tag{5}
\]

then the resultant conditional field \( Z \) is statistically identical to \( Y_i \), see (Bárdossy and Hörning, 2016) for the demonstration. There exists a variety of methods to simulate a Gaussian random field with the given correlation function, and we have used an efficient method, the fast Fourier transformation for regular grids (Wood and Chan, 1994; Wood, 1995; Ravalec et al., 2000).

It is necessary to differentiate Hu’s method from the proposed one before specifying the procedure: Hu’s method (Hu, 2000; Hu et al., 2001) incorporates linear data using conditional Kriging, and the method is extended to combine dependent conditional fields in Hu (2002), while RM incorporates linear / nonlinear constraints under the unified concept of randomly mixing unconditional random fields, which is specified as follows.

1. The conditional Gaussian field \( Z \) that has a prospect to fulfill all the constraints is obtained as

\[
Z = \sum_{i=1}^{N} \alpha_i Y_i + (\cos \theta \cdot H + \sin \theta \cdot H') \cdot \sqrt{1-\sum_{i=1}^{N} \alpha_i^2} \tag{6}
\]

From the equation, it can be seen that \( Z \) is constructed by two parts:

(a) The first part

\[
\sum_{i=1}^{N} \alpha_i Y_i
\]
is made up of a series of statistically identical unconditional random fields \( Y_i \) with the correlation function \( \Gamma \), which is estimated from the radar estimates \( R_r \). In total, we have \( N \) unknowns: \( \alpha_i \) for \( i = 1, \ldots, N \). The role of this part is to fulfill the equality constraints at the rain gauge locations. Thus the following \( K \) linear constraints are subject

\[
\sum_{i=1}^{N} \alpha_i \cdot Y_i(x_k) = \Phi^{-1}(G(r_k)) \quad \text{for} \quad k = 1, \ldots, K.
\] (7)

See Eqn. (1) for the definitions of \( x_k, r_k, G(\cdot) \) and \( \Phi^{-1}(\cdot) \). With \( K \) equation, \( N \) unknowns and \( N > K \), it forms an under-determined system. Multiple techniques exist to solve the under-determined system. Specifically, we found the set of weights with the least norm, i.e., minimized \( \sum_{i=1}^{N} \alpha_i^2 \), using the singular value decomposition technique. Apart from the \( K \) linear constraints, the constraint \( \sum_{i=1}^{N} \alpha_i^2 < 1 \) is subject in addition to ensure that the weight of the second part \( \sqrt{1 - \sum \alpha_i^2} \) is positive. This extra constraint can be satisfied further by increasing the number of unknowns \( N \).

(b) The second part

\[
(\cos \theta \cdot H + \sin \theta \cdot H') \cdot \sqrt{1 - \sum \alpha_i^2}
\]

is made up of two independent, statistically identical conditional random fields: \( H \) and \( H' \), which are referred to as \( H \)-field in the following.

The \( H \)-field is also obtained as a linear combination of unconditional random fields \( Y'_i \) (statistically identical to \( Y_i \)):

\[
H = \sum_{i=1}^{M} \beta_i Y'_i.
\]

The \( H \)-field is special because of the zeros at the rain gauge locations:

\[
H(x_k) = \sum_{i=1}^{M} \beta_i \cdot Y'_i(x_k) = 0 \quad \text{for} \quad k = 1, \ldots, K
\] (8)

Similarly, to ensure that the \( H \)-field is statistically identical to \( Y'_i \) (or \( Y_i \)), the following constraint is subject.

\[
\sum_{i=1}^{M} \beta_i^2 = 1
\] (9)

Due to the special zeros, the addition of \( H \)-fields does not change the values at the rain gauge locations, i.e., the equalities in Eqn. (7) can be rewritten as

\[
Z(x_k) = \sum_{i=1}^{N} \alpha_i \cdot Y_i(x_k) + 0 = \Phi^{-1}(G(r_k)) \quad \text{for} \quad k = 1, \ldots, K.
\] (10)

The remaining question is how to obtain such \( H \)-fields. The \( H \)-field is easy to obtain taking advantage of the ‘zeros’. Still an under-determined system is created with \( M \) unknowns, \( K \) equations (Eqn. 8) and \( M > K \). Find the unknowns (the set of weights \( \beta_i \) for \( i = 1, \ldots, M \)), and scale the weights with the factor \( (1/\sqrt{\sum \beta_i^2}) \). Because of the zeros at the rain gauge locations, the scaling does not change the values at the rain gauge locations, i.e. the equalities in Eqn. (8) still hold.
The Gaussian field $Z$ obtained from Eqn. (6) fulfills the equality constraints at the rain gauge locations, and reproduces the correlation function $\Gamma$. The correlation function is reproduced because the L-2 norm of the weights of all the fields underlying $Z$ satisfies
\[\sum \alpha_i^2 + (\cos^2 \theta + \sin^2 \theta) \cdot (1 - \sum \alpha_i^2) = 1.\] (11)

It should be notified that one $H$-field is already enough to do the same job. One could obtain such a $Z$ by
\[Z = \sum_{i=1}^{N} \alpha_i Y_i + H \cdot \sqrt{1 - \sum \alpha_i^2}.\]

The aim of using two $H$-fields instead of one is to introduce more freedom, such that the third constraint can be met additionally. The relative weights of the two parts ($\sqrt{\sum \alpha_i^2} : \sqrt{1 - \sum \alpha_i^2}$) do matter. It is desired that the second part weighs more, such that it is favorable for the solution of the optimization problem defined in the next step. In view of this, when solving the under-determined system in (a), the set of weights $\sqrt{\sum \alpha_i^2} \ll 1$ is found.

2. Due to the freedom introduced by the extra $H$-field, the Gaussian field $Z$ obtained from Eqn. (6) is a function of $\theta$, and so does the objective function evaluated from $Z$, which actually defines an 1D optimization problem w.r.t. $\theta$:
\[O(\theta) = \rho(Z(\theta), Z') \rightarrow \max\] (12)
with $\theta \in (-\pi, \pi]$. See the definitions of $Z'$ and $\rho(\cdot)$ in Eqs. (2) and (3). The task is to find the $\theta$ that produces the maximum objective function value. Various methods exist to solve the 1D unconstrained optimization problem, e.g., the George Dantzig’s simplex algorithm, the BFGS method, etc. In this work, we simply used the trial-and-error method, and a coarse search followed by a fine search is what has been implemented to accelerate the solving process. The solution to the 1D optimization problem is denoted as $\theta^*$.

3. If $Z(\theta^*)$ meets the stopping criterion of the optimization, continue with Step 4. Otherwise, update $H$ and $H'$ as the following, and go back to Step 2.
\[H \leftarrow \cos \theta \cdot H + \sin \theta \cdot H'\] (13)
\[H' \leftarrow \text{A newly generated } H\text{-field}\] (14)

As always in optimization, there exist multiple choices of the stopping criteria, such as the number of iterations, the pre-set limit of the objective function, the rate of decrease of the objective function, and so forth. Specifically, we have adopted the number of continuous iterations without improvement as the stopping criterion.

4. Finally, an estimate of the true rainfall field is obtained as
\[R = G^{-1}(\Phi(Z(\theta^*)))\] (15)
where $G^{-1}(\cdot)$ is the inverse of the estimated cdf-rainfall, and $\Phi(\cdot)$ is the cdf of the standard normal distribution.
3 Data

3.1 Generate the ‘true’ rainfall fields

An artificial experiment was carried out to test the efficiency of the proposed method at estimating the true rainfall field. Since the true rainfall field is never known in reality, a sequence of 1000 independent rainfall fields with the grid size $80 \times 80$ was generated. Each pixel is representative of a $1 \times 1$ km$^2$ area, and all the 1000 fields were generated with identical properties, i.e., identical spatial intermittency, cumulative distribution function (cdf), and correlation function. In the following, we specify how the ‘true’ rainfall fields were generated.

1. Generate 1000 Gaussian random fields $Z_T$ with a given correlation function. Fig. 3 (a) displays the exponential correlation function used in the generation of $Z_T$. Note that the subscript “$T$” is used throughout this paper to denote the true Gaussian/rainfall fields, or further the true cdf of the rainfall field. Similarly as before, we have used the fast Fourier transformation for regular grids to generate $Z_T$.

2. Generate a cdf for the rainfall field. We have used the log-normal distribution as the model of the cdf-rainfall, as the distribution is shown to be effective in describing the marginal distribution of rainfall rates over an area, or the objective of this paper: short time rainfall over an area (Bell, 1987; Crane and Robert, 1990; Pegram et al., 2001). Fig. 3 (b) shows the cdf-rainfall used in the generation of the 1000 true rainfall fields.

3. Convert the Gaussian random fields $Z_T$ to rainfall fields using the normal-score transformation method:

$$R_T = G_T^{-1} \left( \Phi(Z_T) \right)$$

(16)

Figure 3. (a) The exponential correlation function used in the generation of the Gaussian random fields $Z_T$. (b) The cdf-rainfall used in the generation of the true rainfall fields, where the spatial intermittency $u_0$ is labeled.
where $R_T$ denotes the true rainfall field, $\Phi(\cdot)$ is the cdf of the standard normal distribution, and $G_T^{-1}(\cdot)$ is the inverse of the cdf-rainfall generated in Step 2. Note that a quantile value $u_0$ is used to maintain the spatial intermittency, as labeled in Fig. 3 (b). Namely, all the pixel values that are smaller than $z_0 = \Phi^{-1}(u_0)$ in $Z_T$ are converted to zero (precipitation) in $R_T$.

### 3.2 Generate the radar estimates

The radar estimates were derived from the ‘true’ rainfall fields. Specifically, the Gaussian field $Z_T$ (Sect.3.1 step 1) was used. To mimic two commonly seen errors in radar estimates (random and systematic error), the following procedure was applied.

1) Introduce a random error.

The proposed method assumes that the radar estimates measured aloft can represent the pattern of the rainfall field on the ground. Yet some factors do exist that can reduce the representativeness of the radar estimates for the rainfall pattern on the ground, such as evaporation, complex terrain effects and anthropogenic influences. A random error is therefore introduced to mimic this kind of error. We utilize the concept of random mixing to introduce the random error. The Gaussian field with the random error introduced is obtained by mixing two fields:

$$Z_r = w_1 \cdot Z_T + w_2 \cdot Z_e$$

where $Z_T$ is the ‘true’ Gaussian field, and $Z_e$ is an independently generated Gaussian random field with the same statistical properties as $Z_T$. The condition $w_1^2 + w_2^2 = 1$ is subject in addition to ensure that the resultant $Z_r$ is statistically identical $Z_T$ (or $Z_e$). The ratio of the two weights $\frac{w_1}{w_2}$ is used to measure the significance of the random error, in analogy with a commonly seen parameter Signal-Noise Ratio (SNR). The proposed method was tested on three levels of significance: SNR = 3, 5 and 10. Accordingly, the Gaussian fields with the random error introduced were obtained as:

$$Z_r = 0.9487 \cdot Z_T + 0.3162 \cdot Z_e$$
$$Z_r = 0.9806 \cdot Z_T + 0.1961 \cdot Z_e$$
$$Z_r = 0.9850 \cdot Z_T + 0.0995 \cdot Z_e$$

2) Convert the random error-introduced Gaussian field $Z_r$ to rainfall field:

$$R_r = G_T^{-1}(\Phi(Z_r))$$

See Eqn. (16) for the definitions of $G_T^{-1}(\cdot)$ and $\Phi(\cdot)$. It should be notified that the introduction of random error in Step 1 differs the radar estimates from the true rainfall field in terms of the field pattern, yet the changes in the statistical properties are tiny. See the statistical properties evaluated from the ‘true’ and from the random error-introduced rainfall fields in Fig. 4.
3) Apply a nonlinear transformation

The purpose of applying the nonlinear transformation is to mimic the systematic error in radar estimates. In real world application, the accurate Z-R relationship is difficult to achieve. The omnipresent Z-R relationship $Z = 200R^{1.6}$ given by Marshall and Palmer (1948) is widely used in radar hydrology to convert radar reflectivity to rain rate. Long lists of vastly different Z-R relationships have been derived for different areas in different conditions over the past years (Battan, 1973; Uijlenhoet, 2001; Fabry, 2015). Yet an important point to note is that the relationship is changing in space and time, and in general there is no means to achieve the accurate one in time. In other words, most of the time an inaccurate Z-R relationship is used to obtain the radar estimates, which results in a nonlinear departure of the radar estimates from the true rainfall field. In view of this, we have used a power function to mimic this sort of nonlinear system error:

$$R_r \leftarrow 0.87 R_r^{0.83} \tag{19}$$

where the operator ‘$\leftarrow$’ means updating. The choice of the two parameters - factor 0.87 and exponent 0.83 - is quite arbitrary. We have modeled a case when radar underestimates the precipitation. Surely one could model other cases. However, the proposed method is immune to this sort of error, as the radar estimates are uniformed to indicate the spatial pattern of the rainfall field. Nevertheless, the nonlinear transformation can result in biases for methods that are more dependent on the accuracy of the radar estimates. Unlike the random error introduced in Step 1, the nonlinear transformation changes the statistical properties of the original rainfall field, except for the spatial intermittency.

3.3 Generate the rain gauge observations

The rain gauge observations were sampled from the true rainfall field $R_T$ at the ‘rain gauge’ locations. As in general, the constraint from the individual gauge observation is local, i.e., the closer an ungaged location from the rain gauge, the less uncertain the corresponding estimate is. Thus to achieve an estimate with less uncertainty, it is favorable to have a denser network of rain gauges that is uniformly distributed in the domain of interest. Yet it is always an interesting question to ask how dense should a rain gauge network be to achieve a satisfying accuracy. We try to answer this question by testing the
proposed method on 3 layouts of rain gauges: 5×5, 6×6, and 7×7 gauges that are uniformly distributed in the domain of interest. This gives an approximate coverage of one rain gauge for every 256, 178, and 131 km², respectively.

4 Results

4.1 Results Comparison

Random mixing (RM) was used to estimate the 1000 true rainfall fields based on the corresponding radar estimates and rain gauge observations. To elaborate the characteristics of the results from RM, the results are compared with those from the methods: ordinary Kriging, Kriging with external drift (KED) and conditional merging (Sinclair and Pegram, 2005). Surely it is not possible to display all the results for the 1000 true rainfall fields in details. We pay attention to the results for one rainfall field that is randomly drawn from the 1000. In Fig. 5, a single realization obtained from RM is shown on Panel (b), in comparison with the corresponding true rainfall field and radar estimates on Panels (a) and (c), respectively. Meanwhile, the estimates obtained from ordinary Kriging, KED and conditional merging are displayed in (d), (e) and (f), respectively. The results shown here is typical enough to draw the following conclusions (Conclusion 1 for ordinary Kriging, 2 for KED and conditional merging, and 3 for RM).

Figure 5. (a) The true rainfall field; (b) a single realization of the true rainfall field obtained from RM; (c) the radar estimates; (d), (e) and (f) the estimates obtained from ordinary Kriging, Kriging with external drift (KED) and conditional merging, respectively. Scenario: 6×6 rain gauges, SNR=3.
1. The rainfall field obtained from ordinary Kriging misses both the pattern and the extreme of the true rainfall field, as the method considers the rain gauge observations only, while the radar estimates do not contribute to the final estimates.

2. The estimates from KED and conditional merging capture the pattern of the true rainfall field, yet they both miss the extreme of the true field. KED outperforms conditional merging in this case, as KED takes the radar estimates as the external drift, and tries to capture the linear relationship between the rain gauge observations and the radar estimates at the gauge locations. Yet the method considers only the linear relationship, and the scenario is radar underestimates the rainfall field nonlinearly, which to some extent explains why the estimates from KED correct the extreme of the radar estimates a little bit, but not perfectly. In this specific case, the extremes of the true and the KED-estimated rainfall fields are 46.24 mm and 32.55 mm, respectively.

Conditional merging applies the procedure of ordinary Kriging twice for the rain gauge observations and the radar estimates at the gauge locations. The estimated rainfall field is obtained as

$$\hat{R} = K_G - K_R + R_r$$

(20)

where $K_G, K_R$ denote the Kriged fields from the rain gauge observations and the radar estimates at the gauge locations, respectively; $R_r$ denotes the radar estimates. Compared to KED, conditional merging is more dependent on the accuracy of the radar estimates, as the method assumes that the radar data provides an estimate of the actual Kriging error.

As KED outperforms ordinary Kriging and conditional merging in this context, we compare the results from KED with those from RM in the following subsections.

3. The rainfall field obtained from RM captures the extreme of the true rainfall field, where the extremes of the true and the estimated rainfall fields are 46.24 mm and 47.57 mm, respectively. The pattern of the true field is captured to a certain degree. The results from RM are further analyzed, and we summarize the properties of the results as follows.

![Figure 6](https://example.com/figure6.png)

**Figure 6.** Broken line in black: the empirical cdf; dashed line in black: the estimated cdf of the rainfall field; red line: the true cdf, i.e., the cdf used in the generation of the true rainfall fields.

(3-1) The proposed method is capable of capturing the extreme of the true field under the condition that the estimated cdf of the rainfall field is accurate, see Fig. 6 for the estimated cdf by the proposed algorithm in comparison with
the true cdf. As the cdf is estimated from the rain gauge observations and radar estimates, it is favorable to have a relatively dense network or rain gauges, such that it is more likely to obtain a set of quantiles (collocated with the rain gauges) that covers the entire range \([u_0, 1.0]\), and correspondingly it is more likely to have a set of gauge observations that is representative for the entire rainfall field. On the other hand, it is also favorable when the radar estimates are with less random error, such that the sampled quantiles are more accurate, i.e., the empirical cdf bumps less around the true cdf as shown in Fig. 6.

(3-2) The estimates from ordinary Kriging, KED and conditional merging are given by the BLUE (Best Linear and Unbiased Estimator). Instead, one can obtain an infinite number of realizations for the same true rainfall field by RM due to the Monte Carlo framework of the method. In Fig. 7, the mean of 100 realizations is displayed on Panel (b), in comparison with the true rainfall field on Panel (a). From the figure, it can be seen that the mean realization is smooth and captures the pattern of the true rainfall field better than a single realization. By saying ‘capture the pattern better’, it means the rain cells are more accurately located in the mean realization compared to the case in the individual realization. Yet one should distinguish the mean from the individual realization, as the variance of the mean realization is reduced, and the correlation function is different from that of the true rainfall field. For a mean realization, one expects a correlation function with a smaller sill and a larger range. Thus the mean realization is more helpful in identifying the locations of the rain cells.

![Figure 7](https://example.com/figure7.png)

**Figure 7.** (a) The true rainfall field; (b) the mean of 100 realizations obtained from RM, where the small dots in red denote the locations of the rain gauges, and the triangles in red together with the IDs denote the 9 pixels selected to develop box and whisker plots for in Fig. 8; (c) the standard deviation (std.) of the 100 realizations.

(3-3) As literally one can obtain an infinite number of estimates (realizations) for a true rainfall field, the various estimates provide a reasonable representation of the estimation uncertainty. Fig. 7 (c) displays the standard deviation (std.) of the 100 realizations. The 6×6 black pixels that uniformly distribute in the domain reveal the locations of the rain gauges, see the exact locations of the rain gauges marked by the small red dots in Fig. 7 (b). The 36 zero-valued pixels in the std. map demonstrate the fulfillment of the equality constraints at the rain gauge locations indirectly, as all the realizations present the same values at those locations. Further, it can be seen from the std. map that the estimation uncertainty of a pixel is affected by two factors: (1) the distance of the pixel from the neighboring rain gauge, and (2) the expected estimate at the pixel. The tendency is very clear: the closer the pixel from the
neighboring rain gauge, and the smaller the expected estimate at the pixel, the lower the estimation uncertainty is at the pixel.

Figure 8. The box and whisker plots for the estimates at 9 selected pixels, see the locations and IDs of the 9 pixels in Fig 7 (b). The blue dots denote the true values, i.e., the values at the corresponding pixels in the true rainfall field.

To show the estimation uncertainty at different pixels, the box and whisker plots for 9 selected pixels are displayed in Fig. 8. The locations and IDs of the 9 pixels are given in Fig. 7 (b). It can be seen from Fig. 8 that the true values of the 9 pixels all fall in the central boxes, i.e., within the interquartile range (IQR). Among the 9 pixels, Pixels 3, 4 and 8 are collocated with the rain gauges, and all the estimates at the 3 pixels equal the true values, which demonstrates the fulfillment of the equality constraints at the rain gauge locations directly. Pixels 1 and 2 are distant from the neighboring rain gauges, yet the two pixels are sited in regions where less rainfall is expected. Therefore, the estimates at the 2 pixels present relatively small variance. Pixels 5, 7 and 9 are also distant from the neighboring rain gauges, yet the 3 pixels are sited in regions where more rainfall is expected. Thus the corresponding estimates present higher variance. Though Pixel 6 is close to the neighboring rain gauge, it is sited in a region where much rainfall is expected. Thus the estimates there show relatively high variance.

4.2 Sensitivity Analysis

In this subsection, we focus on two statistics: the mean and the extreme of the estimated rainfall field. The former is noteworthy when the estimated rainfall field is used in studies where the water balance of a region is important; the latter is of great concern when the extreme of the region is of interest, for example, storm water management, flood risk assessment, etc. Spatial intermittency is not the focus at the moment, as the difference between a 0 mm pixel and a 0.1 mm pixel is tiny, and it makes no sense to differentiate them strictly with dry- or wet-labels.

4.2.1 Field extreme

The extreme of the rainfall field obtained from RM / KED is compared with the true extreme in order to evaluate the accuracy of the method in the estimation of the field extreme. As literally one could obtain an infinite number of realizations for each of the 1000 true rainfall fields by RM, the following procedure is applied to increase the representativeness of the results. For
each true rainfall field, 20 realizations are produced, and for each realization, the difference between the simulated and the true extremes is computed, i.e., the error w.r.t. the estimated field extreme, and finally the median of these errors is used as the representative of the *simulation cycle*. Note that we term it a simulation cycle when all the estimates are for the same true rainfall field based on the same radar and gauge data.

The accuracy of the estimated field extreme is strongly correlated with the accuracy of the estimated cdf-rainfall. As the cdf is estimated from gauge observations and radar estimates, it is reasonable to assume that (1) the more rain gauges present in the domain, and (2) the less random error in the radar estimates, the more accurate the estimated cdf is, and accordingly the more accurate the estimated field extreme is. The former actually increases the size of the sample, such that the representativeness of the sample is increased; the latter increases the quality of the sample, as less random error in the radar estimates means the sampled radar quantiles are more accurate. To analyze the influence of the two factors, the 1000 true rainfall fields were estimated under different scenarios: radar estimates with different random error (SNR = 3, 5 and 10), and rain gauges of different layouts (G25, G36 and G49, abbr. 5×5, 6×6 and 7×7 rain gauges, respectively).
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*Figure 9.* The histograms of the errors w.r.t. the estimated field extremes for the 1000 true rainfall fields by RM and KED. (a) The results of the scenarios with different layouts of rain gauges, while the random error in the radar estimates is fixed at SNR = 5. (b) The results of the scenarios with different random error in the radar estimates, while the layout of rain gauges is fixed at G36.

Fig. 9 shows the histograms of the errors w.r.t. the estimated field extremes for the 1000 true rainfall fields by RM and KED. Specifically, the upper panel shows the influence of the layout of rain gauges, and the lower panel shows the influence of the random error in the radar estimates. For the sake of clarity, we only display the scenarios with the most and least rain gauges.
(G25 and G49) on the upper panel, while the random error in the radar estimates is fixed at SNR = 5. Similarly, on the lower panel only the results of the scenarios with the largest and smallest random error in the radar estimates (SNR = 3 and 10) are displayed, while the layout of rain gauges is fixed at G36. It can be seen from the figure that negative biases exist in all the results from KED, and the biases of the results from RM are not obvious. Further, it can be seen that increasing the number of rain gauges and reducing the random error in the radar estimates both are helpful to improve the quality of the estimates, i.e., to reduce the size of the error and to decrease the estimation variance (to shrink the scattering of the histogram).

The histogram shown above can be summarized by the two statistics: mean error (ME) and interquartile range of the error (IQR, the range between the quantiles 0.75 and 0.25). Table 1 shows the two statistics evaluated from the results of all the 9 scenarios. It can be seen from the upper part of the table that slight overestimation exists in the results from RM, and relatively significant underestimation exists in the estimates from KED. For both methods, increasing the number of rain gauges, and reducing the random error in the radar estimates both help in reducing the ME and shrinking the IQR. Yet for the method RM, it is not necessarily the ‘more’ the better. For example the best performances in terms of the ME and IQR both present in the scenario (SNR=10, G36). The scenario (SNR=10, G49), which is assumed to perform the best, is only ranked the second, which might be triggered by the over-fitting problem in the estimation of the cdf-rainfall: when the radar estimates are relatively accurate, a certain number of rain gauges is already enough to sample sufficient information of the rainfall field; increasing the number of rain gauges further can lead to the over-fitting problem due to the surplus of information.

**Table 1.** The mean error (ME) and the interquartile range (IQR) of the error w.r.t. the estimated field extremes for the 1000 true rainfall fields by RM (the three columns on the left), and by KED (the three columns on the right). The column names 3, 5 and 10 denote the SNRs of the radar estimates, and the row names G25, G36 and G49 denote the layouts of rain gauges.

<table>
<thead>
<tr>
<th></th>
<th>ME</th>
<th></th>
<th></th>
<th>IQR</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>G49</td>
<td>1.740</td>
<td>1.611</td>
<td>1.538</td>
<td>-8.997</td>
<td>-7.960</td>
<td><strong>-7.620</strong></td>
</tr>
</tbody>
</table>

**Table 1.** The mean error (ME) and the interquartile range (IQR) of the error w.r.t. the estimated field extremes for the 1000 true rainfall fields by RM (the three columns on the left), and by KED (the three columns on the right). The column names 3, 5 and 10 denote the SNRs of the radar estimates, and the row names G25, G36 and G49 denote the layouts of rain gauges.

The best performances in terms of the ME and IQR for both methods are printed in bold and italic.

### 4.2.2 Field mean

The focus at the moment is to compare the estimated mean of the rainfall field by RM / KED with the true mean in order to evaluate the accuracy of the method in terms of the mean-statistic. Still for the method RM, one result should be used
to represent the infinite number of possible results for a single simulation cycle. The similar procedure is applied as in the previous subsection: 20 realizations are produced for each true rainfall field, and the error w.r.t. the estimated mean of the field is computed for each realization, and finally the mean of the 20 errors is used as the representative of the simulation cycle. The procedure is applied for all the 1000 simulation cycles.

**Figure 10.** The histograms of the errors w.r.t. the estimated field means for the 1000 true rainfall fields by RM (a, b) and KED (c, d). The estimates are obtained under different scenarios, see the texts in the sub-figures for the scenarios.

Similarly as before, the influence of the two factors - layout of rain gauges and random error in radar estimates - is analyzed by estimating the true rainfall fields under different scenarios. Fig. 10 shows the histograms of the errors w.r.t. the estimated field means for the 1000 true rainfall fields obtained from RM on Panels (a, b), and from KED on Panels (c, d). It can be seen from the figure that the two methods have different sensitivity towards the two factors in discussion: KED seems to be more sensitive compared to RM. Further, slight positive biases can be observed in the estimates from KED for all the displayed scenarios. Among the four sub-figures, (a) and (c) show the influence of the layouts of rain gauges for RM and KED, respectively, and (b) and (d) show the influence of the random error in the radar estimates. For the method KED, the influence of the two factors is ambiguous: one could say increasing the number of rain gauges, and reducing the random error in the
radar estimates help in reducing the estimation variance, yet one can hardly say it helps in reducing the size of the error. And for the method RM, the influence of the two factors is not obvious, and the biases in the estimates are not obvious either.

We still use the two statistics - ME and IQR - to generalize each histogram, and the results of all the scenarios are shown in Table 2. It can be seen from the upper part of the table that RM outperforms KED in terms of the ME, as the MEs of all the scenarios from RM are smaller than the best performance of KED. It is worth considering that from the previous analysis, KED is expected to underestimate the extreme of the rainfall field, yet the results shown here indicate that KED overestimates the mean of the rainfall field a little bit. Thus it is very likely that KED overestimates the lower quantiles of the rainfall field. Further, it is demonstrated again by the table that the accuracy of RM in terms of the estimated field mean is not very sensitive towards the layout of rain gauges and the random error in the radar estimates. One can barely see any tendency, and even with the most unfavorable scenario (G25 and SNR=3), the ME is small.

It can be seen from the lower part of the table that the IQRs of the errors from RM are generally larger than that from KED, which in a more general sense reveals the distinction between a simulation method and an interpolation method. A simulation method preserves the variability at the cost of larger estimation variance, while an interpolation method normally has smaller estimation variance yet at the cost of losing the variability.

Table 2. The mean error (ME) and the interquartile range (IQR) of the error w.r.t. the estimated field means for the 1000 true rainfall fields by RM (the three columns on the left), and by KED (the three columns on the right). The column names 3, 5 and 10 denote the SNRs of the radar estimates, and the row names G25, G36 and G49 denote the layouts of rain gauges.

<table>
<thead>
<tr>
<th></th>
<th>ME</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>G25</td>
<td>0.049</td>
<td>0.055</td>
<td>0.023</td>
<td>0.103</td>
<td>0.090</td>
<td>0.082</td>
</tr>
<tr>
<td>G36</td>
<td>0.038</td>
<td>0.033</td>
<td>0.029</td>
<td>0.105</td>
<td>0.096</td>
<td>0.092</td>
</tr>
<tr>
<td>G49</td>
<td>0.038</td>
<td>0.039</td>
<td>0.030</td>
<td>0.116</td>
<td>0.106</td>
<td>0.099</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>IQR</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RM</td>
<td></td>
<td></td>
<td>KED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G25</td>
<td>0.545</td>
<td>0.412</td>
<td>0.340</td>
<td>0.434</td>
<td>0.300</td>
<td>0.212</td>
</tr>
<tr>
<td>G36</td>
<td>0.490</td>
<td>0.372</td>
<td>0.352</td>
<td>0.355</td>
<td>0.251</td>
<td>0.182</td>
</tr>
<tr>
<td>G49</td>
<td>0.438</td>
<td>0.362</td>
<td>0.353</td>
<td>0.294</td>
<td>0.214</td>
<td>0.154</td>
</tr>
</tbody>
</table>

The best performances in terms of the ME and IQR for both methods are printed in bold and italic.

5 Conclusions

The goal of this paper is to simulate rainfall fields conditioned on radar and rain gauge data. To achieve this goal, an algorithm to obtain the cumulative distribution function of the rainfall field (cdf-rainfall) from radar and rain gauge data is proposed, and the conditional simulation method random mixing (RM) is utilized. To test the efficiency of the proposed method, an artificial
experiment has been made. The properties of the results from the proposed method are elaborated by the comparison with the results from other methods: ordinary Kriging, Kriging with external drift (KED), and conditional merging. The properties are summarized as follows. (1) The proposed method incorporates the spatial pattern indicated by radar, namely the uniformed radar estimates. The results from the proposed method are immune to the systematic error in the radar estimates, i.e., the error induced due to the uncertainty in the Z-R relationship. Due to this property, the proposed method outperforms KED and conditional merging in the artificial experiment, as the two methods are more dependent on the accuracy of the radar estimates. 

(2) Unlike the interpolation methods - ordinary Kriging, KED, or condition merging - where a Kriged mean field is given by minimizing the estimation variance, one can obtain an infinite number of estimates (realizations) from the proposed method due to its Monte Carlo framework. (3) The various estimates provide a reasonable representation of the estimation uncertainty, and the estimation uncertainty of a pixel follows the tendency: the closer the pixel from the neighboring rain gauge, and the smaller the expected estimate at the pixel, the lower the estimation uncertainty is at the pixel.

The sensitivity of the proposed method towards the factors - density of rain gauges and random error in radar estimates - has been analyzed by running the simulation under different scenarios. The accuracy of the proposed method in estimating the extreme and mean of the rainfall field is studied, and the results are compared with that from KED. For the estimation of field extreme, it is found that increasing the number of rain gauges and reducing the random error in the radar estimates both help to improve the estimation quality for the proposed method. Yet when the radar estimates are relatively accurate, a certain number of rain gauges is already enough to gather adequate information of the rainfall field. Increasing the number of rain gauges further can lead to the over-fitting problem in the estimation of the cdf-rainfall. Comparing the two methods, the proposed method outperforms KED in terms of the mean error (ME) and the interquartile range (IQR) of the error. For the estimation of field mean, the proposed method is not as sensitive as the method KED towards the two factors in the discussion. The proposed method outperforms KED in terms of the ME. The estimates from the proposed method generally have a larger estimation variance compared to that from KED, which actually reveals the distinction between a simulation and an interpolation method.
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