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Comments from handling editor

This paper received three detailed reviews and a community comment. The reviewers were rather critical about the

scientific quality of the paper (judged as “fair” by all of them); all three reviewers recommended major revisions

and I invite the authors thus to carefully revise the paper along their answers in the public discussion and to

consider in addition my review comments below (adding to and going beyond the reviewers’ comments). The

paper will undergo re-review.

The formal rebuttal should not just copy the public discussion but be much more precise about how the manuscript

was revised, with clear indications about what was modified were (this is not always explicitly done in HESS;

however, the public discussion is elusive at times regarding actual planned modifications and detailed indications

(with line numbers) on modifications greatly help during the re-review. I thus strongly encourage to submit a

detailed rebuttal with line numbers and a track-change version

Below some additional comments that I would like to invite you to consider during the revision.

Thank you for handling this review and for your additional comments. We have addressed each comment one by one below

in more detail than in the online discussion and described the changes to the manuscript.

The revised version should state more clearly that you use hydrological years (it triggered questions, thus the

vocabulary should be clearer throughout).
5
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The paper now clearly states Daily hydroclimatic data were aggregated at the annual scale for the purpose of this study,

with the hydrological year starting on October 1st. By defining the start of the year in this way, rather than by a calendar year,

we aim to minimise a water volume that could be carried over two calendar years.

Furthermore, you might want to discuss whether the fixed-date hydro year (1 October) is a good choice for all

studied catchments or whether it is a compromise at regional level. In Switzerland, we also use 1. It certainly

the best choice for snow-dominated catchments since it mostly avoids carry-over effects of snow. For pluvial

catchments, however, the summer drought can continue into early November or on the contrary be stopped by

large precipitation amounts in autumn. Accordingly, the assumption of low interannual storage variation does

often not hold. This means that choosing 1 October as start date of the hydrological year does not have the same

effect for different hydrological regimes; for some, storage carry over is minimized for others not. This will impact

the memory estimate.

The choice of a fixed date for the hydrological year is indeed a compromise that we have made for all catchments. We10

investigated the impact of this assumption on our analysis by using alternative definitions of the hydrological year (Figure

1 and 2): starting the hydrological year on 1 August, 1 September and 1 November. Changing this date will indeed slightly

impact the analysis, but the agreement on the detection of multi-year memory is above 90% and the trends are very similar. In

the light of these additional results, we think that using 1 October remains a reasonable assumption.

Moreover, as this article demonstrates, there are catchments where a volume of water is carried over several years, which in15

any case underlines the fact that a complete water balance cannot be achieved over a 365-day period.

The manuscript now states: This start date is a compromise across our entire data set and a sensitivity analysis has shown

little influence of choosing earlier or later start months. Moreover, as this study aims to emphasize, a water balance at the

annual scale can seldom be comprehensive.
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Figure 1. Impact of the start date of the hydrological year on the RMSE of the simulated Q/P
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Figure 2. Impact of the start date of the hydrological year on the average catchment memory for catchments with multi-year memory

The above also goes into the direction of the comment of reviewer 2 on the fact that the annual time step might

not be the ideal time step to answer the research question.
20

This time step is a deliberate and strategic choice to answer our question. Our research question is focused on multi-year

memory so we deliberately aim to remove signals of seasonal memory from our time series. Although we agree it is tempting

to work at a finer time step, such as a monthly time step, this would imply a more complex modelling. Explaining monthly

anomalies would require a different model able to describe the intra-annual storage/release dynamics as well as this multi-year

water storage that we aim to qualify here. By using an annual time step, we aim to extract only the information we need from25
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the data and provide a parsimonious description of this long term memory, and complement existing descriptions of seasonal

memory (e.g. Iliopoulou et al., 2019).

You did not attempt to link the memory to snow storage. This seems like one of the drivers of memory: different

relative amounts of winter snowfall might have a different recharge effect. Snow is only mentioned once in the

paper.

Thank you for pointing this out. We were also expecting some spatial pattern where snow accumulation is important (Alps

and North of Sweden). However, it appears to be mostly seasonal memory without a significant impact on Q/P over several30

years.

The manuscript now states: No spatial pattern appears in snow-covered regions (e.g., the Alps and northern Sweden). This

shows that snow melt affects mostly the seasonal memory with no significant impact on Q/P over several years.

We need more details about the used Baseflow Index. How does the method deal with high baseflow during

snowmelt periods? Is it meaningful for snow-dominated catchments?

The manuscript now states: Finally, the contribution of groundwater is assessed by a baseflow index (BFI) calculated accord-35

ing to the work of Pelletier and Andréassian (2020) where the baseflow is estimated from the outflow of a quadratic reservoir.

The approach has two parameters (calibrated for each catchment): The reservoir capacity and the time depth over which past

effective precipitations filling this reservoir are taken into account. This baseflow filtering was performed with the associated

"baseflow" R package (Pelletier et al., 2021).

The methods should thus be meaningful even for snow-dominated catchments. Indeed, the parameter defining the time depth,40

over which past precipitations are taken into account, is calibrated on each catchment. This lag between snow accumulation

and snow melt is thus considered.

What enters the estimation of EO? Not ideal if the reader has to look it up; if e.g. temperature dominates the

estimate, this should be explicitly mentioned.

The manuscript now states: For all stations, potential evaporation (E0) was estimated from daily mean air temperature and

daily extraterrestrial radiation following Oudin et al. (2005).45
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How can a Gamma distribution be defined for negative values as is stated in answer to CC1? The Gamma distri-

bution is defined for positive real numbers only. And: the Gamma distribution is used here to describe a functional

relationship that is not a probability density function, this should perhaps be made clear somewhere. When it is

used in the context of transit times, it describes the distribution of transit times. And I would avoid talking about a

“skewed distribution”, you use the Gamma distribution not as a distribution as far as I understand. This also means

that it should not read “we fit a Gamma distribution” (which would imply e.g. maximum likelihood estimation)

but that you optimize the parameters such as to reproduce the omegas; besides: what is meant by “We found that a

simple exponential parameterization would not be enough as it does not allow lags.” The lag is not explicitly mod-

elled in the used functional relationship. It becomes clear later on; should read as “a simple exponential function

would not allow to describe a maximum at time steps different from zero, i.e. not allow to describe a lag between

Q/P and P/E0

Our answer to CC1 may have been confusing. CC1 asked why Gamma distribution is not 0 at year zero. In our answer we

aimed to explain what appears in the figure 3 below: depending on the value of α and β, the Gamma density function could

be above 0 for year 0, with the shape of an exponentially decreasing function. The aggregation time step also plays a role as

suggested by CC1.50
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Figure 3. Disentangling Gamma distribution and values of ω

In the previous version of the manuscript, the different values of ω for each year i were directly extracted from the Gamma

density function with a lag of one year (i+1): This lag allowed us to have more flexibility on the possible values of ω for

year 0. However, the different comments led us to update this strategy: We now extract the different values of ω for each

year i by integrating the Gamma density function between i and i+1. This new strategy brings very similar results in terms

of performance and ω values of the CFC (see Figure 4). However, based on the reviewers’ comments, this strategy seems55

simpler and more appropriate for handling the Gamma density function. All figures in the manuscript have been updated
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accordingly, but this creates only minor differences. Figure 3 shows an example of how the ω values are extracted from the

Gamma distribution.

The manuscript now states: The different values of ω for each year i are estimated by integrating the Gamma density function

between i and i+1. These ω values are rescaled so that their sum is equal to 1, as defined in equation 2, and to provide the60

final values of the CFC. In summary, a CFC is built from the optimisation of equation 2 using three parameters (ε2, α and β).
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Figure 4. Difference of RMSE on the simulated Q/P between the two ways of extracting ω values from the Gamma distribution.

Regarding the vocabulary that we use, we agree that saying "fitting a statistical distribution" might be confusing, as we do

not have a population of memory estimates with associated frequency. We now rather say that we calibrate the two parameters

of the Gamma distribution that allows us to derive the ω values obtained empirically. Moreover, we do not use the expression

"statistical distribution" anymore to talk about the CFC, we now prefer expression "temporal distribution" to refer to the timing65

(lag from year 0), more or less like a unit hydrograph.

I would avoid using the term “continuous” curves since you use a continuous function that is, however, defined

only at discrete times (at time steps corresponding to entire years); what means actually 1.5 years (e.g. for the

extraction of t75) if the data time step is 1 year?

We now use the term "continuous" only when we do not use it at annual time step. This extraction of t75 is an extraction

of the Gamma distribution that can be generated after the calibration of α and γ and which is defined for any memory value.

We use it to extrapolate our description of catchment multi-year memory, as it allows us to extract any quantile value. The fact70

that it is an extrapolation is now better stated in the manuscript. We think that the shape of this Gamma distribution is still

informative, despite the fact that the calibration has been performed at an annual time step, and allows us to give more nuance

in the multi-year memory description.
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The manuscript now states: In order to quantify catchment memory, we assume that the Gamma distribution, from which ω

values have been extracted, can be used to extrapolate a continuous temporal distribution of catchment memory.75

“we extract two characteristic times from the continuous distribution”: it is simply a continuous function not a

distribution, or are omegas interpreted as probability densities?

We do not interpret ω as probability densities. We are interested in the shape of this Gamma distribution that continuously

describes the contributions of all previous years (our CFCs). Therefore, we do not seek to extract probabilities, but rather

weights to built a temporal distribution (that we may also call "response time" distribution). However, we use the Gamma

distribution to extrapolate what has been calibrated at an annual time step: In the same way that we extract ωi by integrating80

the Gamma distribution between i and i+1, we look at the moment when this integral reaches a given quantile value (75%,

for t75).

Line 207: “For the sake of simplicity, before fitting a Gamma distribution, we first fit a simple annual elasticity

model (a zero-memory model), and use a statistical significance test (Student’s t-Test with pvalue < 0.01), to

decide whether equation 2 improves significantly on equation 1.” Can you explain what you actually test here,

what is meant by “improve”? Model 2 has more parameters than model 1, so it necessarily improves. What values

are compared with the t-test?

Thank you for pointing this missing information. We now have specified that our objective function is a root-mean-square

error (RMSE) of the Q/P anomalies. We use it for parameter optimisation as well as for model selection. The t-test allows us85

to compare the RMSE values obtained with the two models.

The Math notation should be improved as mentioned by one of the reviewers. I recommend using more classical

notations and use appropriate indices. This should ease some of the explanations (e.g. what means a “dated value”).

We followed the recommendations proposed by the anonymous referee #3. We removed the expression "dated value", as we

have now a time index i in the equations.
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Review from anonymous referee #190

The main result that elasticity values are underestimated using a normal approach seems questionable. Eq. 1

quantifies how Q/P of year X varies with P/Eo of year X. These numbers are both hopefully of a similar sign

typically. If the same is quantified using Eq. 2, the P/Eo values originate from multiple years, thereby having

values that will often differ in sign from Q/P of year X. Since their combined weight (that is
∑

(ωi) = 1) is still

1, the associated elasticity value needs to be higher yield a similar effect of P/Eo on Q/P . A difference between

ε2 and ε1 would therefore have little to do with physics, but rather (partly) arises from a mathematical artifact.

This seems supported by the fact that even in catchments with no significant memory the ε2 still typically very

strongly exceeds ε1.

Thank you for pointing this out. This is an important point that the manuscript probably did not address in sufficient detail.

This is basically what Figure 6 shows, and we agree that ε2 > ε1 could be explained mathematically. Equations 1 and 2 both

quantify how Q/P varies with P/Eo. However, Eq. 1 uses only one P/Eo value whereas Eq. 2 uses a weighted average of

past P/Eo values. We could expect this averaging to smooth the values of P/Eo and, because we use the anomalies of these95

ratios, to lead to a value closer to zero (which is the long-term average value of P/Eo anomalies). Lower absolute value of

anomalies of P/Eo could then be compensated by higher elasticity values.

Although it is mathematically logical, we do think that it is interesting to discuss about how we do evaluate this elasticity

when catchments have a long-term memory. The important buffering role played by the catchment may prevent a correct

estimation of the elasticity when considering each year independently (like in Eq. 1), which is the reason why we propose100

Eq. 2. We do not aim to emphasise the absolute difference between ε1 and ε2 as a main result of this paper (we may even

avoid absolute direct comparison if it brings confusion), we rather want to emphasise the relative difference between these two

approaches. This is done by the relative comparison of spatial distribution in Figure 9. Figure 6 also shows with two colours

that catchments with multi-year memory usually have higher relative differences (in the sense of a distance to the abscissa) than

the rest of the catchments. In this sense, we mean that the elasticity values may be underestimated when catchment memory is105

ignored.

We have updated the discussion on that point. The manuscript now states: The numerical values of the elasticities obtained

with equation 1 and 2 should not be compared (the fact that one is lower than the other has no meaning): Equation 1 uses

annual P/Eo anomalies whereas equation 2 uses a weighted average value of past P/Eo anomalies. The averaging of past

P/Eo anomalies will inevitably smooth the extremes and will give a value generally closer to zero (which is the long-term110

average value of P/Eo anomalies). These lower anomalies of P/Eo are logically compensated by higher elasticity values

during calibration (ε2 ≥ ε1).

Figure 6 also shows that catchments with multi-year memory usually have higher relative differences between ε1 and ε2

(in the sense of distance to the bisector) than the rest of the catchments. This highlights that, despite the numerical artefact
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previously discussed, elasticity of catchments with multi-year memory is often under-estimated if this memory is not explicitly115

considered. A climatic anomaly will thus affect runoff yield more strongly than expected by equation 1, but with a delay.

It is unclear how it is possible that so often a particular year’s aridity explains that year’s runoff ratio so poorly. Is

this because the paper does not make use of water years, but calendar years instead?

This is not the case: as you did expect, a particular year’s aridity explains usually very well that year’s runoff ratio (also,

we do use water years). Only a few catchments show a lack of relationship (the relationship is then lagged by one year), but

it is the exception and not the rule. You may have got this impression because we used one of these exceptions as example in120

Figure 1. This is probably a bad choice and we added a “normal” example in the revised version: Medstuguån River (225 km2)

in Sweden where no multi-year memory is detected.

The writing is at times unclear. I made many detailed comments below, but those are not necessarily comprehensive

in resolving all issues.

We have included all the comments below. We hope that the writing is easier to understand now.

Abstract: I think the relevance of the study would become a lot clearer by starting the abstract by introducing the

problem that this paper addresses (e.g. a knowledge gap, or a paradigm that is challenged), rather than just stating

what has been done.

125

The abstract now starts with: A climatic anomaly can potentially affect the hydrological behaviour of a catchment for several

years. This article presents a new approach to quantify this multi-year hydrological memory, using exclusively streamflow and

climate data. Rather than providing a single value of catchment memory, we aim to describe how this memory fades over time.

We think that the last sentence of the abstract is also relevant on that point: Our work underlines the need to account for

catchment memory in order to produce meaningful and geographically coherent elasticity indices.130

L2: it is a “precipitation – runoff” relationship as many catchments will also experience snow.

We have replaced "rainfall–runoff relationship" with "precipitation–runoff relationship" throughout the manuscript.

L2: For clarity: rather than saying “focusing on” just describe what elasticity actually expresses.
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We added the definition of elasticity.

L4: since “humidity” can refer to several hydrological conditions, I’d more accurately introduce this concept.135

We need to keep the abstract short and therefore adjust the level of detail accordingly. The abstract has already been extended

based on previous remarks. We think that the reader can refer to the manuscript to have our definition of humidity index and

how it has been computed.

L5: make “distribution” plural to indicate that each CFC has its own parameterization.

Thank you. We now used plural.140

L5: rather than say that a gamma distribution is used, provide some context of why a gamma distribution is used

(e.g. it fits the data?).

The choice of a gamma distribution is a modelling assumption. It is indeed the most efficient distribution we have found. We

discuss that in the methods. We prefer to keep the abstract as simple as possible and so we would prefer to avoid this level of

detail in the abstract. Gamma distributions are commonly used in hydrology so we do not want to insist on that in the abstract.

L7: what are: “powerful aquifers”?145

We mean aquifers that strongly impact the hydrology. We replaced "powerful" by "large".

L7: “a long memory” can be made more specific and thereby more informative.

We added i.e. with the impact of climate anomalies detected over several years.

L8: state how aridity matters rather than that it matters.

We added with drier regions exhibiting longer memory.150
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L8: I am unsure what “appears to be one of the main drivers” really means here. Please rephrase it to be more

accurate of how it matters.

We mean that, among the different catchment descriptors, aridity is the descriptor for which we found the strongest rela-

tionships with memory. We have rephrased it that way: For both countries, a relatively strong relationship between the aridity

index and memory is identified, with drier regions exhibiting longer memory.

L8-9: “Our work underlines the need to account for catchment memory in order to produce meaningful and

geographically coherent elasticity indices.” Sounds like a nice conclusion but it does not seem to reflect that

>80% of the catchments have no significant memory effect. . . This should be discussed in the abstract.

155

Thank you, this important information was indeed missing. We have added it in the abstract. It is true that the majority of

catchments do not have a strong memory. However, even if this only concerns 15 % of the catchments, the elasticity indices

were clearly implausible if memory is not taken into account. This percentage may also change with the data set. Nevertheless,

we agree it is important to highlight this result in the abstract and now do so.

L15-16: I think a reference or two would not be inappropriate here.160

We now cite Andréassian and Perrin (2012) where, within the Turc-Budyko framework, Q/P is related to humidity indices

P/E0.

L20: “will” seems redundant.

We have suppressed it.
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L21-24: I find it hard to fathom the statement “To make this discussion of a complex matter simple, we start with

a first-order simplifying assumption: We hypothesize that a catchment may have both a short-term and a long-

term memory (see e.g., Risbey and Entekhabi, 1996; McDonnell, 2017); we consider the short-term memory to be

seasonal, and will not address it in this paper in order to focus on the long-term (pluriannual) memory effects.”.

To me, this statement is unclear (how are seasonal and longer-term memory really separate?), it is not clear why

the assumption you make can be made (because it is not explained), and the reference seems off (why refer to a

paper about water ages, when the quantity you’re interested in are quantities of water?).

165

We agree that it would have been better to have a model that would have provided a comprehensive description of catchment

memory, from seasonal to long-term memory. This is why we clearly point out this limitation here, as well as in the discussion

with the citation of Klemeš et al. (1981). This sentence you quote mainly aims to avoid confusion about what the reader should

expect about the level of detail that we are addressing concerning catchment memory. It is not a starting assumption that should

be accepted or rejected before going further. We proposed an approach that works at annual time step and we emphasize that170

seasonal memory is consequently not described. The temporal discretisation will only allow detecting what we call "long-term

memory". We invite further studies that could also quantify seasonal memory in the perspective of this work.

The work of Risbey is one example that shows the possibility to study inter-annual variability of annual streamflow from

the variability of annual precipitation. By quoting McDonnell, we want to emphasise that there is a long-term dynamic (over

several years) that is not taken into account when the water balance is made by considering each year independently. This idea175

reflects our philosophy that elasticity analysis should also take into account these long-term dynamics.

We have reformulated the sentence that way: To make this discussion of a complex matter simple, we distinguish short-term

memory from long-term memory. We consider the short-term memory to be seasonal, and because we decided to work on an

annual time step, this will not be addressed in this paper. We focus on the long-term (multi-year) memory effects, where instead

of analysing each year independently (see e.g., Risbey and Entekhabi, 1996), we aim to take into account previous years to180

better explain inter-annual variability (following McDonnell, 2017).

L26: “its variability” in space, in time, or both? Please specify.

We specify "spatial variability" (among catchments).
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L28-29: I find it hard agree with the statement “is obviously a function of catchment storage capacity (in ground-

water aquifers, wetlands, lakes or glaciers)”. It is not the “capacity” that matters, but rather the “storage amounts”

which are largely independent of “capacity”. For example, there is a lot of storage capacity in the pores of Sahara

sand, but only if these pores are filled (or not) will influence whether it has an influence on memory.

Yes thank you, we agree on that. We just use "catchment storage" now.185

L29-30: “the originality of this paper will be in the quantification of forgetting curves at catchment scale:”. I

understand that this concept is original, but I think it needs to have more context of why this concept is useful

compared to current knowledge. The latter is lacking from this part of the introduction, and only is introduced

later. Putting this upfront will help the reader not being confused why this study is undertaken at all.

It’s true that at this point of the paper, the originality is not fully understandable. We now briefly mention that current

knowledge usually only provides memory indices or single value (referring to section 1.3), whereas this work aims to describe

memory dynamics over time.

Section 1.2. I think this clarification does not need an entire section, but should be resolved in a single sentence

(or maybe two at most). Once this is resolved, I would recommend to also remove any travel time stuff from the

following section(s) as this is a separate topic that is not addressed in this paper.

190

We think it’s a critical distinction that needs to be made to avoid any confusions of what we have achieved (and not achieved)

in this work. We chose to create a separate section because we think that "water age" and "catchment memory" are often mixed

up (in a similar way to velocity and celerity). For this reason we prefer to keep a full subsection for this. The online discussion

with Tomas Over is a good example of that.

Section 1.3: The statement that “existing methods aiming to analyze memory either summarize the memory by a

single value and/or provide an index that cannot be directly interpreted as duration” provides (in theory) a clear

motivation for your study. If you also state this at the start of section 1.3 the reader will much better understand

what is lacking in these pasts works (rather than concluding it in hindsight). In general, this section can be con-

densed.

195

13



We agree, it’s a key point so we try to better emphasize it now. We added this in the abstract and at the end of section 1.1.

Note that it is also mentioned in the first goal of this paper (section 1.6).

Section 1.4 and 1.5: this a description of why people have reported catchment memory before, but I am unsure

how this is useful (in this format) as the introduction of the paper. Can it be reframed to introduce your work,

rather than mostly just listing findings? Also, I do not thing that listing flood effects or water quality affects is

useful here as these topics are not addressed in your own work.

I understand that the above suggestions may sound a bit arbitrary, but I think you’d do the reader (and therefore

your own paper) a huge favor by having a more to the point introduction.

We agree that our review of the literature is rather broad. We think it is interesting to have this overview of the subject, as

this topic is addressed in many different ways. In order to avoid losing the reader, we have structured this introduction into200

subsections.

Section 1.4 aims to provide an overview of why the topic of "catchment memory" is worth studying. Mentioning that this

topic is useful for predictability of discharges or legacy of pollution offers different perspectives and highlights that this topic

is being addressed by different communities.

Section 1.5 is a section about the drivers of catchment memory. We do think it is interesting to keep it, as it leads us to the205

choice of some catchments descriptors that seems relevant to have in our analysis. It provides insight for our analysis on the

effect of catchment size for instance, or humidity index for instance.

For these reasons, we think it would be a shame to remove these sections from the paper. However, some references have

been removed to make it more concise.

Section 1.6 I think the study area needs to briefly mentioned with the scope, as this defines the scope of the paper.210

For the third goal of this study, which aims "To provide some physical indicators of the main drivers of memory and

elasticity", we added that this will concern only France and Sweden. The first and the second goal does not depend on the data

set.

L158: “that are not regulated” how is this defined?

It is a classification provided by the databases we have used. We now added The degree of regulation is the percentage of215

the volume of the mean annual flow that can be stored in reservoirs located upstream of the gauged catchment outlet.
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L167: “We accepted a maximum of 10% of missing data per year”. OK, but what did you do with these missing

data? Just calculate annual Q over fewer days?

It is averaged over fewer days and it is rescaled to provide an estimate over 365 days. We added this information.

L167: “respect”?

We changed "respect" by "observe".220

L168: “in order to be able to” or simply “to”.

Yes thank you.

L181: are these calculated over calendar years of based on hydrological years? The latter seems more useful?

It is computed over hydrological years starting on October 1st. This information is already provided before, in the third

paragraph of section 2.1. See also the discussion above with the co-editor about the sensitivity of the choice of the starting date.225

The manuscript now states: Daily hydroclimatic data were aggregated at the annual scale for the purpose of this study, with

the hydrological year starting on October 1st. By defining the start of the year in this way, rather than by a calendar year, we

aim to minimise a water volume that could be carried over two calendar years.

Figure 1: Can a more typical example be shown? A catchment that does not respond to its current year conditions

seems like a (very strong) outlier?

Figure 1 now has two catchments: one Swedish catchment without long-term memory and one French catchment with230

long-term memory.

Line 199: “we hypothesized (after many attempts that we cannot report here)”. I have no idea what has been done

here, but to still call it a hypothesis seems like a stretch?
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Yes we agree, it’s not a naive hypothesis. Before proposing the gamma distribution, we tried exponential distributions (with

and without lag), Rayleigh distributions and different other uses of the gamma distributions. We also tried to fit simple linear

regression sequentially for each year but this lead to a much larger number of parameters (one per year). Some of these235

approaches can sometimes give results that are similar or better than the Gamma distribution for certain catchments. The

Gamma distribution may also seem restrictive (for example, it does not allow negative values). For this reason we think that

the choice of a distribution is always an assumption.

L200: why mention transit time distributions? Transit times distributions have nothing to do with the presented

study or approach so I am unsure why mentioning them helps?

We think that the difference between CFC and transit time distribution is tenuous. In this paper, we also wish to provide the240

reader with some thoughts about this distinction. Thus, despite the distinction made in section 1.2, we find it interesting to note

that both descriptions can use the same distribution. Reviewer’s comments below (#2) also seem to agree with the importance

of this distinction.

L203: What does “would not be enough” mean is this context. Please rephrase.

We now say: "We found that a simple exponential parameterization would not be flexible enough as it does not allow lags245

(unlike a Gamma distribution)."

L216: Since there is no real reason for 75%? If you take 50% you can simply multiply alpha by beta, and choose

a more typical percentage? Or, would it be possible to present a scatter plot of different percentages so it can be

seen if this metric is robust?

The choice of 75% is indeed arbitrary, any other percentage can be extracted depending on the objective. We have tried

several but we pick the third quartile as a fairly common value. We do not intend to claim that 75% is better than any other

quantile and therefore justify it with additional graphics. This is mainly for illustrative purposes. The most comprehensive250

description of the memory is described by the CFC, but they can hardly be plotted on a map.

L221: “This shows that pluriannual catchment memory is neither common nor very uncommon.” Does it? Or does

it suggest it’s uncommon?
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We now say: This shows that multi-year catchment memory is not the most common situation.

L244: “If larger catchments tend to have larger memory in France, this trend is not confirmed in Sweden” is

unclearly formulated.

We now say: Larger catchments tend to have longer memory in France, whereas in Sweden the memory does not seem to be255

related to catchment area.

L245: earlier “humidity” was used and now “aridity”; please be consistent.

We have removed the word "aridity" throughout the manuscript to always prefer the word "humidity".

L246: “whereas the hydrological behavior under less humid climate is more variable and linked to the dynamics of

long-term water storage” such an explanation might be feasible but there is no evidence supporting it. It is unclear

to me whether this statement is considered a finding or speculation?

It is a proposal for results interpretation. The full sentence aims to drive the reader in that direction. We now say a bit260

more carefully: It thus appears that the hydrological behaviour of the driest catchments is more dependent on past climatic

conditions than that of humid catchments. It can be hypothesized that in wetter conditions, water storage is renewed more often

and the memory therefore tends to decrease.

L249: “clearly identifies” use a different verb (e.g. “is associated with”)

Thank you, we have updated it with your suggestion.265

Section 3.4. I do not think this a physically meaningful comparison. Eq. 1 quantifies how Q/P of year X varies

with P/Eo of year X. These numbers are both hopefully of a similar sign. If the same is quantified with Eq. 2,

the P/Eo values come over multiple years, thereby having values that will often differ in sign from Q/P of year

X. Since their combined weight (that is ωi) is still 1, the associated elasticity value needs to be higher to still

yield a similar effect of P/Eo on Q/P . This seems like is has nothing to do with physics, but rather arises from a

mathematical artifact. This artifact seems supported by the fact that even in catchment with no signifivant memory

the ε2 still always exceeds ε1. Maybe I get it wrong, but please convince me so in a clear manner.
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This was one of your major comment at the beginning of your review and we answered to it above.

Figure 9: if these two values are compared, please show them on a similar color scale. However, as stated earlier,

I do not think they are comparable.

As in the previous comment, we do not aim to compare absolute values of the two elasticities. As you noticed, they do not

vary within the same range and may not be directly compared because of a numerical artefact. We rather want to emphasize a270

relative comparison of spatial patterns, which is the reason why we prefer to use different color scales (but with classes always

delimited with quantile values as mentioned in the caption).

All appendices can be Supp Info?

We’d rather keep this information directly after the manuscript than in separate files, since it directly supports parts of the

main text. We would therefore prefer to keep them as is.275

Review from anonymous referee #2

This study works on catchment memory and performs a kind of sensitivity analysis to quantify the influence of past

conditions on streamflow variability. The general topic of the paper is in the scope of HESS. Catchment Forgetting

Curves (CFC) are introduced as a metric to characterize catchments’ memory. As other reviewers mentioned

already some concerns, I try to focus on other details here. Overall, language and structure is a little bit cluttered,

however I can follow the story of the paper, but some analyses should be revised. May be this is a personal issue,

but I dont think that the word "pluriannual" is the best choice as "multi year" is more common in the community.

First of all, thank you for your time and all your suggestions to improve our manuscript.

“multi-year” is effectively more common in the literature, we just found “pluriannual memory” in comparison to “an-

nual memory” easier to read. But we want to describe the same temporal aspect. “Multi-year” is now used through out the280

manuscript.
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Major comments:

L12-18: What about human water use? This aspect is also missing in the introduction (long term effects) (L103-

110). I see the short paragraph (L139-144) about human influences on catchment memory, but this should be

more integrated into the introduction (looks like a marginal note here). The word ‘human’ is only mentioned two

times in the manuscript, I recommend to put more focus on this potential driver of catchment memory (at least in

Introduction/Discussion).

We have tried to avoid dealing with human influences in order to focus (as much as possible) on the natural behaviour of the

catchments. In order to qualify these influences, we refer to the two hydrological databases we used for this study (in France285

and Sweden) where some indicators are provided. The degree of regulation is the percentage of the volume of the mean annual

flow that can be stored in reservoirs located upstream of the gauged catchment outlet. We agree that this type of indicator does

not fully qualify all possible human influences on hydrology and we share this view on the importance of this topic. However,

this issue is beyond the scope of this paper where we specifically try to exclude influenced catchments.

The manuscript now states: The degree of regulation is the percentage of the volume of the mean annual flow that can be290

stored in reservoirs located upstream of the gauged catchment outlet.

L36-50: The difference between water age and catchment memory is very important to explain. Authors can

consider to embed research in this field in other studies, e.g. different storage concepts in Staudinger et al.(2017).

Catchment water storage variation with elevation. Hydrological Processes, 31(11), 2000-2015.

Thank you for supporting this distinction between memory and water age, we also think it is crucial to understand this work.

Thank you also for suggesting this paper, the different storage concepts provide a good framework of understanding. We added

this aspect in the introduction.295

The manuscript now states: This distinction may also be linked to the different perceptual storages of water in a catchment.

"Mobile storage", which controls transport in a catchment is more linked to water age, whereas "dynamic storage" which

controls streamflow dynamics is more in line with our definition of catchment memory (see e.g. Staudinger et al., 2017).

L115-L119: I am not convinced here as there are a lot of studies finding large(r) groundwater storages in (relatively

small) alpine headwater catchments (e.g., Staudinger et al., 2017 or other studies in Switzerland). Has the Merz et

al. (2016) study in L120 multiple catchments in their analyses (with variation in size and elevation)? If so, is there

a correlation between storages and elevation or area?
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In our work, we were not able to demonstrate an effect of elevation on multi-year memory. The effect of snow accumulation300

is not even visible in Sweden where northern catchments (where snow accumulation is important) do not show longer memory

than southern ones. If snow obviously impacts seasonal memory, it does not appear as a driver of multi-year catchment memory.

However, our analysis looks at each catchment descriptor one at a time enabling only first order relation.

The manuscript now states: Staudinger et al. (2017) found the largest dynamic and mobile storage estimates in high-elevation

catchments.305

L127-134: I am not sure if the examples from the Tropics and Sahara Desert are a valid justification of “baseflow

importance”.

We have removed this from the introduction.

For me it looks like that the choice of “1 year” as temporal resolution may be not appropriate to answer the

research questions: The “1 year” includes all effects 7 up to 17 months, “2 years” embeds everything from 18-30

month, right? This classification might be really critical and as the data allows for a more comprehensive analysis

(e.g., seasons, months).

The elasticity analysis is performed at annual time steps using hydrological years. Thus, "year 1" includes all effects from

October 1 (year i) to September 30 (year i-1); "year 2" includes all effects from October 1 (year i-1) to September 30 (year310

i-2). We believe that this is a relevant time step to study multi-year memory. We do not use a moving average strategy. We

have deliberately chosen not to use a finer time step, as we generally follow the idea of the common annual water balance

analysis where precipitation volume, precipitation and evaporation are assumed to be comparable. Seasonal storage dynamics

are therefore not addressed by this study. It is discussed as a limitation/perspective of this work, as we believe that the proposed

methodology could not deal with both memories at the same time.315

This aspect of the definition of the hydrological year and the choice of the temporal resolution were also raised by the co-

editor. We provided an answer and further analysis to address the sensitivity to our definition of the hydrological year in the

answer above.

The authors stated that short-term memory is not considered (L23+24) but in Fig. 5 I found a short- vs. long-term

analysis. This is confusing. By the way where is short- vs. long-term memory defined?

In Figure 5, for illustrative purposes, we have divided the catchments with significant memory into two subgroups of equal320

size (short memory and long memory) as described in the caption. In doing so, we have sought to refine the analysis of
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catchments with multi-year memory. However, the vocabulary in the introduction to the document can be confusing. In figure

5, we now use "short multi-year memory" and "long multi-year memory".

It is stated that in Sweden 5% of catchments are regulated and that there is no regulation in French catchments

(i.e., those are excluded). What kind of regulation is this and has it influence on the outcomes of the study?

We addressed this question also raised by CC1 above. We have considered the influence based on indicators provided by each325

database which are built on the influence of dams. We did not consider regulated catchments in order to focus on catchment

natural behaviour.

L245-248: This is not clear to me. Is about those drier catchments have a longer memory? If so, why they are drier

as longer memory most likely come along with larger storages (which in turn will lead to more continuous flow,

or?) Here more explanation is needed.

The analysis shows that in dry conditions, catchment memory is longer. We do not think that it means that water storage is

larger in dry conditions. We rather mean that in dry catchments, the hydrological behaviour is more impacted by past meteoro-330

logical conditions, just because in humid catchments the wet conditions erase the impact of past conditions by “resetting” the

storage states.

The manuscript now states: For both countries, the memory increases in drier hydro-climatic conditions (as characterized

by either lower discharge and precipitation, lower Q/P or lower P/E0). However, the effect of potential evaporation does not

appear clearly. It thus appears that the hydrological behaviour of the driest catchments is more dependent on past climatic335

conditions than that of humid catchments. It can be hypothesized that in wetter conditions, water storage is renewed more often

and the memory therefore tends to decrease.

Minor comments:

L12: “biota”, do you mean vegetation?

We have replaced "biota" by "vegetation".340

L19: ‘past climatic sequences’, could you please make a more precise statement about this?

We now used "past climatic anomaly".
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L24: Just a comment, the word ‘pluriannual’ is not very common, perhaps considering to switch to multi-year (cf.

L88)

We have switched to "multi-year" throughout the manuscript.

L162: What is exactly meant with ‘not regulated’ (only no dams?).345

We addressed this question in your major comments.

L165: Please state shortly the relevant variables to estimate E0.

We now say: For all stations, potential evaporation (E0) was estimated from daily mean air temperature and latitude

following Oudin et al. (2005).

L172: How many Swedish catchments have what amount of lake area?350

The median value of lake cover is close to 0.5 for Swedish catchments. In this section we do not aim to provide statistics of

catchments descriptors, they are presented later in the figures 5 and 7.

L184-190: How is the maximum of parameter w (=5) justified? I can think about some catchments that have ‘a

longer memory’ than five years.

We found that catchments memory in our data set rarely exceeds 2 or 3 years. By setting the value of 5 years, we cover

the main range of possible memory values. Increasing this value would reduce the number of points that can be used in our355

elasticity analysis. For example, if you have a 25-years time series, you may have 20 years where the previous 5 years are

available, or only 15 years where the previous 10 years are available.

We agree that even in our data set we have catchments where the streamflow is partly composed of water that is well beyond

5 years old. However, in the definition of catchment memory we have used, we were not able to detect an impact of annual

runoff yield.360

L192ff: Might be easier to understand to name it x- and y-axis although the description of axes is correct.
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Without mentioning x- and y-axis, we now simply say: the memory effect can be visualized by a series of plots showing the

runoff yield anomaly as a function of the climate anomaly of the preceding years.

L221: This sentence is not clear to me: “This shows that. . . .”

We now say: This shows that multi-year catchment memory is not the most common situation.365

L254: "thinner soils"; is there data/analysis on that (in more detail)?

We now cite Ballabio et al. (2016) to refer to this aspect that we discuss qualitatively here.

L285: "is spread out", perhaps consider to rephrase here.

We now say: Even though these catchments have a longer memory of climatic anomalies, the impact of these anomalies is

distributed and smoothed over the years.370

L326/327: Just a comment, perhaps a more in-depth differntiation between dry and wet years/seasons would be

beneficial to better understand how variability in CFCs could be explained?

Variability of CFCs can only be explained by comparing catchments but not by comparing wet and dry years, as we do not

formulate a CFC that can change over time. "Wet" and "dry" years are directly related to the anomaly: a positive anomaly is a

wet year, a negative is a dry year.

We added this sentence in the perspectives: We have proposed a static description of the CFC, future work could also375

examine how climate anomalies might alter the shape of the CFC over time.

Fig. 5: Might be helpful to switch to another graph type here as boxplots may hide bi-modal distributions. Perhaps

violin plots are more helpful here or the data points can be added with a jitter to the visualization.

You will find a violin plot below for figure 5. This figure 5 already condenses a lot of information, we think that adding

density distribution makes it difficult to read. We do not find clear bi-modal distribution that would justify that. We think that

quantile values are easier to compare, as proposed with the original visualization so we prefer to stick to it.380
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Figure 5. Distribution of hydroclimatic characteristics according to three classes of memory (described by t75).

Comments on the maps: I like the way French and Swedish catchments are compared with the point-maps. How-

ever, I suggest to reduce the point size a little bit to avoid too much overplotting. As the rest of Europe is not

relevant for this study it might be also an improvement to have outlines of both countries next to each other to gain

more space for the actual visualization (i.e., variability across the countries).

Thank you for this advice. Indeed, this issue of point size is a compromise between point visibility and potential overlap.

We have reduced the point size on all maps.

We prefer to keep this European vision of the memory, the gain of space of having the two countries next to each other is

done at the expense of the spatial continuity that is also interesting to keep, especially with regard to climatic descriptors. Both385

representations have their advantages and drawbacks, and we tried to find a compromise.

Please revise paragraph structure (e.g., often line breaks seem to be redundant, for example in the abstract?)

Examples: L156, L109

We have written two paragraphs in the abstract, one on the general approach and one on the results on our specific dataset.

This was done deliberately. We reviewed the rest of the paper on this aspect.
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Review from anonymous referee #3390

This paper with the issue of catchment memory, it asks a novel question and is well in the scope of the journal. I

have some issues that worry me, and should be clarified.

Thank you for your time and this feedback. We have addressed each point you have raised below.

1. I think the analysis should be done using hydrological years and not calendar years. It is common in hydrological

modelling studies to refer to the years starting in September, where the catchment storage is low and so catchment

memory. Using calendar years, there is a higher chance that the meteorological conditions from the end of the

summer, when the wet season starts, will have an impact on the runoff in the following months. This effect is

largely related to meteorology, and has little to do with the catchment memory that the authors are trying to

investigate, which instead, should reflect a catchment property.

We fully agree that the analysis should be done using the hydrological year and not the calendar year, which is why we

start each year on October 1st. As answered to the co-editor and to reviewer #2, our study is based on an annual water balance395

analysis, which makes more sense if the hydrological year is used. It avoids issues such as snow accumulating in a year and

only melting in the next.

This aspect of the definition of the hydrological year and the choice of the temporal resolution was also raised by the co-

editor. We provided an answer and further analysis to address the sensitivity to our definition of the hydrological year in the

answer above.400

2. Care should be taken to the fact that there is a spurious correlation between the variables Y=Q/P and H=P/E0,

when such quantities are calculated for the same year. Both equations in fact contain the same variable P. I think

the authors should recognize this fact and reflect on it, as it can have a strong impact on the analysis.

There is indeed the variable P in both sides of the elastic relationship between Q/P ∼ P/E. However, we believe that it has a

limited impact on our analysis for two reasons:

– It is the same P on both sides only for the current year 0: it is Q/P of year 0 that is explained by the different P/E of the

previous years, which leads to a different P for years n-1, n-2... Moreover, it is reasonable to assume that each year is405

independent of the previous one (see comments on auto-correlation below).

– The analysis of the relationships of two correlated variables is not really a problem. We could have removed the P from

one side and analysed Q ∼ P/E. This would have led to even more highly correlated relationships with respect to Q/P ∼
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P/E. We chose to work with these ratios in order to study the relationship of two dimensionless variables. However, it is

true that if Q and E were almost constant, the elastic relationship would look like f(x)=1/x and the elasticity index would410

be negative. Our analysis shows that this does not happen, and when catchment memory is taken into account, negative

elasticity indices are no longer observed.

The manuscript now states: As we chose to work with dimensionless variables Y and H , one should notice that P appears

on both sides on the equation 2. However, they do have different time index i.

3. An improved mathematical notation could help. Since the authors are working in two dimension, difference from

average and difference in time, it would be helpful to explicitly write what e.g. delta is differentiating. Moreover,

the capital delta symbol should be used, as this is standard when calculating discrete differences, perhaps with

some subscript to indicate in which dimension the difference is calculated.

415

We thank you for this advice. We have updated the delta symbol and added a subscript in Equation 1 to better describe the

time index.

4. Figure 1 shows that not only there is a lag 1 correlation between the Q-P and the P-E anomaly, but also that there

is an autocorrelation of the P-E anomaly. This is largely an autocorrelation in climate properties, thus reflective of

climate memory, rather than catchment memory. Such autocorrelation of climate should be analysed, and its effect

removed or at least studied and recognized, otherwise there is a confounding effect.

We agree that it is necessary to check this autocorrelation of the climate inputs, in order to avoid the analysis of the climate

memory instead of the catchment memory. We have carried out the analysis of the autocorrelation of the P/E and have not420

detected any significant autocorrelation (see figures below). The median value of the Pearson correlation between a P/E and

the previous P/E is 0.05. For 90% of the catchments, this correlation is less than 0.2 and a statistical test shows no significant

correlation, except for the few catchment areas in south-eastern France where the correlations are still quite low (and where

no multi-year memory is detected). We can therefore reasonably assume that the memory we have detected is the memory of

the catchment and not the memory of the climate. We now refer to this autocorrelation analysis by saying : In order to avoid425

the detection of a memory in the signal Y that would have been contained in the climatic input signal H , we checked that no

highly significant auto-correlation was found in H .
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(a) Pearson’s correlation coefficient with a

one-year lag

(b) p-value of a correlation test based on

Pearson’s product moment

Figure 6. Auto-correlation analysis of annual P/E

5. It is unclear how the data are organized in order to enable the calibration of Equation 3. Moreover, it is unclear

how epsilon2 is calculated. Finally, once the authors will explain how they sort the data into an histogram in

order to enable the calibration of Equation 3, it is unclear why the omegas cannot be calculated directly from the

histograms, thus without having to fit a distribution.

Equation 3 is calibrated along with equation 2, as equation 3 provides the different weights wi for each of the last 5 years (i

= 0, ... n). The calibration is done by adjusting 3 parameters at the same time (ε2, α and β) and by minimising the RMSE of430

the root mean square error (RMSE) of the Q/P anomalies.

We prefer to calibrate a Gamma distribution rather than calibrate each year independently as this reduces the number of

parameters: the Gamma distribution has only two parameters whereas estimating the weight of each of the previous 5 years

would require 6 parameters. It also provides a more consistent description of catchment memory.

See also our answer to the co-editor on that point. The objective function, the calibration algorithm, the extraction of the435

histogram from the Gamma distribution are now better described in the manuscript. In particular, the manuscript now states:

The different values of ω for each year i are estimated by integrating the Gamma density function between i and i+1. These

ω values are rescaled so that their sum is equal to 1, according to equation 2, and to provide the final values of the CFC. In

summary, a CFC is built from the optimisation of equation 2 using three parameters (ε2, α and β).
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6. The results and discussion section poses several questions and corresponding analyses that are not anticipated in

the method. Thus, that section reads more like a newspaper than like a scientific article. The question and analyses

are interesting, but the methods should be organized to anticipate the structure of the analyses.

440

In the section "Scope of the paper", we wrote three objectives:

1. To present a method, based on the concept of elasticity, that not only can provide an index relevant to catchment memory,

but can also characterize its dynamic in a manner analogous to a forgetting curve (Ebbinghaus, 1885);

2. To disentangle catchment memory and catchment elasticity;

3. To provide some physical indicators of the main drivers of memory and elasticity for France and Sweden.445

We think that each objective is addressed with a proper methodology:

1. By proposing a formulation of CFC

2. By proposing an equation where ε2 is distinguished from ω and by analysing each one separately

3. By looking at the relation between some catchments descriptors with memory and elasticity index

Indeed, the results and discussion section poses several questions that may seem like a less conventional presentation of450

results. However, they are all fully related to these general objectives:

– Is pluriannual memory a rare phenomenon? refers to objective 1

– Where do catchments exhibit a pluriannual memory? refers to objective 1

– Can pluriannual memory be explained by hydroclimatic descriptors? refers to objective 3

– What do we miss in catchment elasticity analysis when not accounting for pluriannual memory? refers to objective 2455

– Can elasticity values be explained by hydroclimatic descriptors? refers to objective 3

We believe this structure makes the analysis easier and more pleasant to read, without compromising the scientific analysis

we have conducted.

7. I am not sure that Figure 5 in the way it is formatted really conveys the message. Why not doing simply scatter

plots, perhaps showing Spearman correlation values? I have the impression that this more classical way of plotting

results might be more informative.
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We tried different plotting strategies before proposing this one. Scatter plots are indeed the most direct way to approach460

the relationship between two variables. However, this visualisation is sensitive to outliers and the scatter of the 685 points

makes the general trend difficult to visualise. We have therefore chosen to summarise the distribution by a boxplot, making

the relationship much easier to interpret in our opinion. It also allows showing more information in one graphics, which is not

possible with scatter plots. The scatter plots of t75 with catchment descriptors are provided below.
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Figure 7. Scatter plots of the memory quantile t75 with the different catchment descriptors
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