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Figure D

Generalization error in terms of RMSE. The boxplots represent the spatial variability of
the RMSE per cross-validation fold (colors). For each cross-validation fold, the median
RMSE of the respective training set was removed, such that the training median is at
zero, and the validation and test set boxplots show the RMSE relative to the training set
median.



Figure E

Recurrent neural network (RNN) as a loop (left) and unfolded (right). LeCun, Bengio, and
G. Hinton, Nature, 2015 / Figure 5.
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