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Replies to the comments by anonymous referee #1 

We thank the reviewer for spending time and effort reviewing our work. Below the reviewer’s 

comments are in black and the replies in blue. 

 

Major 

• Novelty 

The proposed method is not novel. Power laws (log linear relations) are just fit to the cross 

sectional area and conveyance. Furthermore, a fit to the conveyance can be shown to be 

algebraically identical to fitting the roughness coefficient: 

𝐴 = 𝑎𝑑𝛽                                                                             (1) 

𝐾 = 𝑐𝑑𝛿                                                                              (2) 

with 𝑅 ≈ 𝑑                                                                                  (3) 

𝐾 = 𝑐𝑑𝛿 =
1

𝑛
𝐴𝑑2/3                                                               (4) 

= 𝑐𝑑𝛿 =
1

𝑛
𝑎𝑑𝛽+2/3                                                           (5) 

⇒ 𝑛 =
𝑎

𝑐
𝑑𝛽−𝛿+2/3                                                                    (6) 

= �̃�𝑑�̃�                                                                              (7) 

Furthermore, Manning’s relation for n resembles itself just is a power law to determine the 

Chezy coefficient C: 

𝑛 =
1

𝐶
𝑑−1/6 

This is the essence of Manning et al. (1890). 

Reply: we partially agree with the statement.  

Firstly, we should point out that 𝑅 ≈ 𝑑 is an approximation that is valid for wide rectangular 

channels and does not necessarily hold for more complex cross-sectional shapes. So, in the 

general case, conveyance integrates both Manning roughness and cross-sectional shape 

parameters.  

We agree that the power-law relationships between flow area / conveyance and flow depth are 

not new. The novelty is to use these relationships in a hydraulic inversion, i.e. estimating the 

parameters of these relationships by fitting simulated water surface elevations/ river widths to 

observed water surface elevations/ river widths from satellite data.   

Previously, most studies focusing on hydraulic parameter estimation using satellite water 

surface elevation data, if not all, have used surveyed bathymetry data or parameterized the 

geometry of channels to calculate flow area and conveyance. This new parameterization 

bypasses this difficulty and thus does not require the assumption of any specific cross-
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sectional shape. Therefore, this approach is new and fundamentally different from previous 

studies. This has been clearly described in the Introduction section.  

 

• Model and performance 

→ The two power laws for A and K have together four coefficients. The authors introduce two 

more coefficients into A and claim that the extended model superior (line 137). However, for 

almost any model, introducing more parameters will improve the fit to the calibration data, 

but it will lead to overparameterization and worse model performance during prediction. The 

authors should demonstrate that the more complex model performs better. This could be 

done on hand of the Akaike or Bayesian information criterion, or maybe in a less 

mathematically robust calibration-validation approach. 

Reply: The reason to introduce four coefficients, i.e. p1 ~ p4, is to reduce the number of 

parameters to be calibrated. Originally, as shown in Eq. (9) and Eq. (10), there are four 

parameters, i.e. α, β, γ, δ, which are varying with chainage (i.e. river coordinate). That is, 

there are totally 4*XS parameters (XS is the number of cross sections). Because of the 

correlation between α and γ (also β and δ) at reach scale, four spatially constant 

coefficients can be introduced. Therefore, the number of parameters is reduced to (2*XS+4) 

as shown in Eq. (13) and Eq. (14). 

→ I do not think that the model performs better, as A and K are still determined by the same 

log linear relations from d. Thus the model is ill conditioned without need, requiring strong 

regularization. I can think of other 6 parameter models which could potentially perform 

better, for example 

𝑙𝑜𝑔(𝐴) = 𝑐0 + 𝑐1𝑙𝑜𝑔(𝑑) + 𝑐2𝑙𝑜𝑔(𝑑)
2 

Reply: If we use 6 parameter models for each cross section, we will have (6*XS) 

parameters to calibrate, which is probably very unrealistic.  

As explained above, the introduction of four coefficients is simply to reduce the number of 

free calibration parameters. This improves the stability of the hydraulic inverse problem.   

→ As the first author (Jiang 2019) already published a previous study where the roughness 

coefficient was fit to the same river reach, it would be interesting to see a direct 

comparison. 

Reply: Yes, we have performed a directly comparison of model simulations. In the revised 

manuscript, we plotted water level simulations from both methods, and the RMSEs are 

reported. Below is the modified figure.  
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Figure R1. The same as Figure 6 in the main text. Validation of water level at four stations. 

Simulations (grey lines) and median (dash-line) are results from the proposed method in this 

study, and simulations (S1) (red line) are from previous study using standard calibration, i.e. 

simultaneously calibrating both cross-sectional shape parameters and roughness.  

 

→ Area-Depth relations can also be obtained from satellite images at different stages. How 

does the method compare in performance? 
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Reply: Please note that we used both river width and water surface elevation data in the 

inverse problem. We have conducted an experiment (Table below) to investigate the power 

of different data sets in constraining model parameters. Two methods (river width only and 

WSE only) show similar performance in terms of RMSE of WSE at two gauging stations as 

shown in below. However, if a channel is embanked, for instance, model parameters may 

not be sensitive to the small changes of river width. Comparatively, WSE would be more 

informative in this case. This has been discussed at the beginning of the Discussion 

section. 

Table R1. The same as Table 1 in the main text, describing the calibration scenarios.  

Scenario Description Num. of WSE Num. of width 

Calibration #1 Calibration with WSE observations only 261 0 

Calibration #2a Calibration with one width per 5 km 0 88 

Calibration #2b Calibration with one width per 2 km  0 219 

Calibration #2 Calibration with width observations only 0 10022 

Calibration #3a Calibration with WSE and one width per 5 km 261 88 

Calibration #3b Calibration with WSE and one width per 2 km 261 219 

Calibration #3 Calibration with WSE and width observations 261 10022 

 

 

Figure R2. The same as Figure 5 in the main text. Boxplots of evaluations of simulated 

water level against in-situ gauging records at two gauging stations. Calibration scenarios 

(refer to Table R1) indicated on the x-axis.  

• Parameter choice 

The authors assume the slope, and thus the bed level, to be known (line 91). From my 

personal experience, in large ungauged lowland rivers, it is the bed level and thus the slope, 

which is often the largest factor of uncertainty and much more difficult to determine, even with 

field measurements. Roughness typically varies little between rivers (Latrubesse, 2008), while 

width can be much sensed remotely much easier than levels. Virtual gauging stations from 

satellites are typical 100-200 river km apart, and neighbouring virtual gauging stations are not 

passed simultaneously, introducing uncertainties in the slope estimates due to changes of the 
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hydrograph between passages of the satellite. It would be good to get practical advice on how 

the slope can be determined for an ungauged river, and how this uncertainty compares to the 

uncertainty of the A-d and K-d relation. 

Reply: The slope is not assumed to be known. For each cross section, there is a parameter 

Z0, representing the local datum, i.e. river bed elevation. Bed slope is then determined from 

the difference of adjacent bottom elevations.  

Regarding the distance of virtual stations, yes, it is about 80 km for Envisat while 315 km for 

Jason series. But, it is about 7 km for CryoSat-2 data. Therefore, we can obtain more 

information from densely distributed CryoSat-2 derived WSE data. The advantages of this kind 

of altimetry datasets have been reported by several studies (Domeneghetti et al., 2021; Jiang 

et al., 2019; Schneider et al., 2018).   

• Model calibration (line 150ff) 

A lot of information essential to understanding is missing here. The points below are purely 

guesswork by me and should be explained in the manuscript: 

→ There is probably a 1D dynamic wave mode for each river, with K and A determined from 

the flow depth by the power-laws. There are thus two models, the 1D hydrodynamic model 

(Mike 1D) and a model to predict K and A used by the hydrodynamic model, this should be 

clarified much earlier in the manuscript, at least when stating the SWE (eq 1,2) 

Reply: During the calibration, the second model you refer to is an integral part of the Mike 1D 

hydraulic model. That is, the new relationships d-A and d-K, which change in each iteration of 

the inversion, are updated in the Mike 1D model. Therefore, we have only one model. We 

have added a few sentences to avoid this confusion. 

“The calibration is implemented in Matlab. C# scripts are used to modify and dump 

MIKE Hydro River parameters and simulation results. The power-law relationships 

are an integral part of the MIKE Hydro River model. Specifically, for each iteration of 

the optimization, the updated parameters by LM algorithm as well as the calculated 

flow area and conveyance relationships are passed to a C# script that updates the 

setup of the MIKE Hydro River model. Then the model is executed, and the results 

are passed on to Matlab.” 

  

→ Parameters seem to be defined locally for each reach, and to vary along and between 

rivers. 

Reply: Correct, Z0, γ and δ are spatially varying, but p1, p2, p3, and p4 are constant. This is 

explicitly described in line 151. 

 

→ The Levenberg-Marquard is used, but how are the derivatives and the Jacobian calculated? 

If parameters are defined on reach base, then there will be 100ds of parameters to 

calibrate, requiring hundreds of hydrodynamic model-runs to alone compute the gradient 

during one optimization step. There should be a note on the computational effort. 
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Reply: Normally, in each iterative step, the Jacobian of the objective function is calculated or 

approximated using finite difference. However, computing the Jacobian in every iteration is 

computational expensive and in some cases the Jacobian does not change and thus, 

evaluation of the Jacobian can be unnecessarily costly. Instead, Broyden’s rank-one update of 

the Jacobian (Broyden, 1965) is more efficient (Madsen et al., 2004). We use the Immoptibox 

toolbox (Nielsen and Völcker, 2010) to optimize the objective function.  

The number of model runs is around 200. The time consumed for this optimization is about a 

few hours (1 ~ 4 hours). The calibrations were conducted on a windows server 2016 (Inter® 

Xeon® Gold 6154 CPU @ 3 GHz, 2993 Mhz) using 4 cores. 

→ What is the value of lambda? 

Reply: The regularization parameters, i.e. λγ, λδ, λp1, λp2, λp3, λp4 are empirically set as 0.1, 0.1, 

0.15, 0.15, 0.15, 0.15, respectively, by trial and error. 

A detailed description is given as Text S2 in the supporting information.  

→ Φ seems to be the objective function, but it is not defined. 

Reply: Correct, that is Eq. (15). We will define it in the revision.  

 

• Results and presentation 

Fits are presented on log-log plots (e.g. Figure 1). This visually emphasizes low-flows, 

which might be meaningful for drought analysis but it is not suitable for food risk estimates. 

Some plots in linear space would thus be insightful. 

Reply: Yes, but the purpose of this figure is to demonstrate the linear relationship. We will 

also add a linear scale plot to the supporting information.  

• Discussion Limitations of the method and sources of error should be discussed, and they 

should be connection to the physical processes. 

→ The model cannot reproduce the hysteresis, i.e. different d-K and d-A relations during 

the rising and the falling limb of the hydrograph, caused by the dynamic wave. This is in 

particular the case for low sloping lowland rivers (Hidayat et al., 2011), and strongly sloping 

mountain reaches. 

Reply: We are not clear about what type of hysteresis the reviewer refers to. Hysteresis in 

rating curves does not occur because of d-K and d-A relationships but because of the 

pressure terms in the Saint-Venant equations, which contribute differently in the ascending 

and descending branches of flood waves. The Mike 1D hydraulic model uses dynamic 

wave model, thus, is able to simulate hysteresis. It should be noted that we did not directly 

calculate flow by multiplying conveyance (K) with bed slope (S0). 

→ Bedforms dynamics can likewise introduce hysteresis and non-uniqueness in the relation 

between roughness (conveyance) and discharge (depth) (Cisneros et al., 2019). 
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Reply: Yes, bedform changes will lead to time variable d-A and d-K curves, which our 

approach does not allow. However, there are many situations where stable bed is a good 

approximation. We have acknowledged this point in the revision.    

“Moreover, this approach assumes that the established curves are time invariable, 

which is not applicable to rivers with significant bedform changes.” 

→ Many large rivers are anastamosing (Irrawaddy, Amazon) and consist of compound 

channels, and a log-linear relationship will probably not perform well there. The yellow river 

in the dataset shows this behaviour as well. 

Reply: Yes, one linear regression may be not able to describe both the low flow and high 

flow for certain rivers, especially those with a significant floodplain. We have reported this 

issue at section 2.2 (lines 110-115) when introducing this approach. Moreover, we further 

discussed this point in the discussion section.  

“As we mentioned, this study only focuses on the main channel and does not account 

for overbank flow. In the presence of significant floodplains, the linearity of the curve 

may fail at bankfull depth as seen in Error! Reference source not found. and Error! 

Reference source not found.. Consequently, as seen in Error! Reference source 

not found., the model over-estimates extreme flood peak (year 2013). Similarly, one 

curve may not be able to describe anastomosing rivers that consist of compound 

channels. To solve this problem, a second curve is needed to describe the overbank 

flow as suggested by Garbrecht (1990)….” 

Minor 

The authors state the shallow water equations (SWE), but the equations used later (3,4,6-

10, figure-1) are based on a kinematic wave approach, otherwise the K-d, K-A relation 

would vary in time. This limitation should be mentioned here and later be addressed in the 

discussion. 

Reply: We believe that the reviewer refers to Q-d and Q-A relationships. Those are indeed 

time variable, both in reality and also in our model, because the model uses the full 

dynamic wave format of the De Saint Venant equations. However, K-d and K-A 

relationships are invariable in time, because we assume a static bed geometry and time-

invariable Manning roughness. Please note again that we do not assume Q=K (i.e. 

discharge equal conveyance) anywhere in our approach. 

86 "K is much more sensitive to A" ! "the model is much more sensitive to K?" Even with 

this clarification, the statement seems to be a fallacy, as according to eq 4 and 14, K co-

varies with A.   

Reply: K is a function of both roughness and area. Even when the flow area is constant, the 

conveyance can be different depending on the roughness.  

The statement is valid for kinematic wave model and diffusive wave model specially. The 

momentum equation is simply as below when it is in steady state: 
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𝑔𝐴(𝑑)
𝜕𝑑

𝜕𝑥
− 𝑔𝐴(𝑑) (𝑆0 −

𝑄2

𝐾2(𝑑)
) = 0

⏟                
𝐾𝑖𝑛𝑒𝑚𝑎𝑡𝑖𝑐 𝑤𝑎𝑣𝑒⏟                        

𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 𝑤𝑎𝑣𝑒⏟                        

 

  

Therefore, A(d) can be eliminated from the equation. In this way, it will not affect the 

momentum equation.  

77, 90 "unknowns" is too vague here.                         

→ Variables (A and Q) and parameters (n, S0) should be distinguished. 

→ Furthermore, the set of "unknowns" is not minimal, A can be expressed as a function of d, 

and Sf as a function of Q, given the appropriate relations. 

 

Reply: We treat Q and d as variable as we try to solve these two quantities, while others are 

parameters. Therefore, we have revised it accordingly as: 

“Equations (1) and (5) provide two equations with still five unknowns, i.e. two 

variables (Q and d), and three parameters (A, So, and K).” 

130 "valid at river reach scale instead of individual cross sections" 

This is an interesting practical aspect, as the thalweg can vary along a single sharp bend 

much stronger than the surface elevation varies over hundreds of kilometres. Did the 

authors sample the area in straight reaches between bends to avoid perturbations due to 

scours in channel bends, or did they average continuous bathymetry along a river? 

Reply: We did not intentionally avoid any bends. The cross sections are evenly distributed 

at an interval of ~20 km along the centerline of main channel. A detailed map is added in 

the revised manuscript as below. 
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Figure R3. The same as Figure 3 in the main text. Study area and the river network.  

S1 This section should be moved the manuscript, to help the reader understand the field 

site better. 

Reply: We have integrated supplementary information into the main text.  

 

S2 What is z? Bed level? So after all, the bed level (slope) is a model parameter which is fit 

together with the other parameters. This is essential and should be mentioned in the 

manuscript. 

Reply: Correct, as explained in previous reply, we did not assume the slope but treat it as a 

parameter.  
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S2 I think this section, or at least parts of it, should also go into the main manuscript, to help 

the reader understand the model calibration. 

Reply: We have merged this part into the main text.  

Typos and suggestions 

32 a limited → only a limited 

Reply: We will revise it in the revision.  

 

55 there is not just spatial variation, but also temporal variation, c.f. comment on the 

discussion 

Reply: We will mention this point in the discussion.  

85 Sf → Sf 

Reply: We will revise it accordingly.  

149 starting models → starting points? 

Reply: Yes, we will revise it.  

165 remove somewhat 

Reply: Agree.  

165 The paper is short, why not moving the map and some other illustrations from the 

supporting information into the paper? Punctuation at the end of equations is missing (, 

and .). 

Reply: Thank you. We will revise it accordingly.  
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Replies to the comments by referee #2 

Dear Prof. Yamazaki, 

Thank you for reviewing our work and providing useful comments. In the following we will briefly reply (in 

blue) to your comments and suggestions. A more detailed reply is provided after your original comments.  

[General Comments] 

This manuscript proposes a new concept to calibrate the channel parameters in hydrodynamic models, 

focusing on flow area and conveyance. The proposed method has a potential to be widely used, as it has less 

parameters to be calibrated compared to previous approaches, and the calibration works with satellite 

measurements.  

However, I feel the manuscript requires substantial edits before acceptance. Especially, it describes the new 

methods very well, while its usefulness cannot be assessed because the new method is not compared by 

previous methods. I suggest to include “comparison to previous method” in the manuscript, to highlight the 

validity of the proposed method. 

Related to above point, the current abstract only describes the idea on using flow-area and conveyance 

instead of the explicit channel cross-section and roughness parameters, and it does not contain any 

explanation on the result of experiments to test the applicability of the idea. The abstract should contain the 

summary of the “case study” part (and also some comparison to previous method). Without the explanation 

of the case study results, readers cannot guess whether the proposed idea is valid/useful or not. Please 

consider how to organize the abstract. 

Also, I assume this manuscript was once prepared as a letter. I feel the information in the main text was a bit 

limited, and some model description can be added (or moved from Supplement), as HESS is the full paper 

journal. A more detailed explanation in the main text must improve the readability of the manuscript. 

Reply: Thank you for the positive comments.  

• We have added simulations of water level from previous study on top of simulations from this study as 

shown below. Texts are also revised accordingly.  
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Figure R1. Same as Figure 6 in the manuscript. Validation of simulated water level (non-frozen periods) at 

four stations. Simulations (grey lines) and median (dash-line) are results from the proposed method in this 

study, and simulations (S1) (red line) are from previous study using standard calibration, i.e. simultaneously 

calibrating both cross-sectional shape parameters and roughness. 

• We have added the main results of the case study in the end of the abstract as below:  

“Its feasibility and performance are illustrated using satellite observations of river width and water 

surface elevation in the Songhua River, China. Results show that this approach is able to reproduce 

water level dynamics with root mean square error value of 0.44 m and 0.50 m at two gauging 

stations, which is comparable to that achieved using a standard calibration approach. In summary, 

this study puts forward an alternative method to parameterize and calibrate river models using 

satellite observations of river width and water surface elevation.” 
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[Specific Comments] 

P1.L14: > However, strong correlations appear between cross-section shape parameters and hydraulic 

roughness in a hydraulic inversion approach. 

What authors want to state from this sentence is not very clear. A bit more well-organized explanation is 

needed. I guess the authors intended to say cross-section and roughness are calibrated independently in 

previous studies, while they propose a new method which can handle them in a combined manner. I think 

the explanation can be improved by modifying this sentence together with the previous sentence. 

Reply: Simultaneous parameterization of channel geometry and roughness is very difficult, and often there 

are some trade-offs between them. Instead of calibrating two sets of parameters, we propose a new method 

that combine them into one parameter, i.e. conveyance. We rephrase it as: 

“Therefore, river cross-section geometry has commonly been approximated using highly simplified 

generic shapes. Simultaneous calibration of shape parameters and roughness is difficult, because 

often there are trade-offs between them. Instead of parameterizing cross-section geometry and 

hydraulic roughness separately, this study introduces a parameterization of 1D hydrodynamic 

models by combining cross-section geometry and roughness into one conveyance parameter.”  

P1.L14: > That reduces ambiguity 

I wonder whether “reducing ambiguity” is a proper word to describe the authors intention or not. I feel the 

proposed method will “allow some ambiguity” by abiding explicit channel-shape representation, while 

providing reasonable approximations by using flow area and conveyance (which are more 

conceptual/ambiguous compared to the cross section shape and roughness). 

Reply: Our new approach does not need to consider the cross-sectional shape and roughness separately 

anymore. In this sense, we do not have any ambiguity issue. To clear up this doubt, we have removed this 

phrase.  

 

P1. L17: 

> thus are assumed to be linearly related 

The logic is not clear here. Even though the flow area and conveyance can be expressed by power-low 

functions at each cross-section, there is no reason that they can be linearly related at reach scale. The linear 

relationship is confirmed by the observations (and not derived from the analysis of the equations), I think 

“thus are assumed to be” is not logically explained. 

Reply: Yes, we agree with you. Actually, this relationship can be mathematically derived (see the derivations 

under your comment below) as well as the evidence from observations. We have revised this sentence as 

below: 

“Flow area and conveyance are expressed as power-law functions of flow depth, and they are 

found to be linearly related in log-log space at reach scale.” 

 

P1. L18:  
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> Data from a wide range of river systems show that the linearity approximation is globally applicable 

The relationship is confirmed in 6 rivers, but I cannot get any analysis to support the statement that the 

similar relationship can be found in other rivers in the globe. I think more data analysis should be added to 

support this statement. 

Alternatively, the authors may discuss why the linear relationship can be found along the river reach. I feel 

this relationship might have some similarity to AMHG approach (which assume along-reach relationship in 

cross-section parameters), and they analyzed why and when the relationship can be found by mathematical 

analysis (Brinkerhoff et al., 2019). I guess this is beyond the scope of this manuscript, but at least the authors 

should include some discussion on potential reasons on why linear relationship along reach is found. 

Reply: Agree. Considering the difficulties to collect surveyed cross-sectional data sets, we have added some 

discussions and call for validations in the discussion section.  

“The power-law function relationships of flow area / conveyance and flow depth and the 

corresponding linearity approximation are confirmed in 6 rivers. One may argue that the 

relationship may not be globally applicable due to the limited number of rivers to validate the 

relationships. We cannot rebut this argument without collecting a large sample of surveyed cross 

sections, which is difficult because of data access problems. However, the rivers we used are of 

diverse sizes (width ranging from a few meters to kilometers) and flow characteristics, and are 

from different climate zones (Arctic, Mediterranean, and Asian temperate climates). Therefore, we 

believe that the relationship holds globally, and we call for extensive validation using other 

rivers…” 

 

P2.L57: 

> strong parameter correlation appears between cross section shape (wetted perimeter) and hydraulic 

roughness 

It’s better to provide some reference related to this statement. I’m not sure whether this is widely 

known/accepted by hydrology community. 

Reply: We had calculated the correlation coefficients of roughness and river width and showed strong 

correlations in our previous study. We have added the reference, i.e. Jiang et al. (2019).  

P2.L63 

> this ambiguity in hydraulic inverse problems 

Please think about another word to replace “ambiguity” as explained above. 

Reply: The hydraulic inverse problem is ill-posed, because changes in Manning roughness can be 

compensated by changes in bed geometry, which leads to significant parameter correlation. We replaced 

ambiguity with “parameter correlation”. 

P5.L25: 

> Due to the linear nature of logarithmic pairs of (A, d) and (K, d), 

I cannot fully get the logic behind this statement. Why at-a-station parameters can be correlated as at-many-

station parameters (i.e. reach scale relationship)? Is there any mathematical or geographical background 

reason to support this derivation? 
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Reply: Take the linear relationships of (A, d) and (K, d) as the start,  

𝑙𝑜𝑔 𝐴(𝑥, 𝑡) = 𝛼(𝑥) + 𝛽(𝑥) 𝑙𝑜𝑔 𝑑(𝑥, 𝑡)                                                       (9) 

𝑙𝑜𝑔𝐾(𝑥, 𝑡) = 𝛾(𝑥) + 𝛿(𝑥) 𝑙𝑜𝑔 𝑑(𝑥, 𝑡)                                                      (10)  

Substituting log d in Eq (9), one can get 

log𝐴 = 𝛼 +
𝛽

𝛿
(log𝐾 − 𝛾)                                                                 (R1) 

By rearranging Eq (R1), we have 

𝛼 = log𝐴 −
𝛽

𝛿
log𝐾 +

𝛽

𝛿
𝛾                                                           (R2)    

                                                        

 

Similarly, we divide Eq (6) by Eq (7), we can obtain 

𝐴

𝐾
=

𝑎

𝑐
𝑑𝛽−𝛿                                                                                   (R3) 

 Taking log transformation and rearranging the equation, that leaves  

𝛽 =
log𝐴−log𝐾+𝛾−𝛼

log𝑑
+ 𝛿                                                               (R4) 

The above derivations (Eqs R2 and R4) are for each individual cross sections. However, because on the 

right side both equations have A and K that are dependent on water level, the intercept of linear equations 

(R2) and (R4) are not just constant.  

One should not confuse Eq (R2) and Eq (R4) with Eq (11) and Eq (12) that are 

𝛼 = 𝑝1 + 𝑝2𝛾                                                                              (11) 

𝛽 = 𝑝3 + 𝑝4𝛿                                                                             (12) 

These two equations are derived by fitting a linear function to observed data at the reach scale as 

shown in Figure 2. Because we see it in our dataset, we then use it to simplify the hydraulic inverse problem 

by tying some of the parameters together, i.e. reducing the number of fitting parameters. Due to the spatial 

variation of α, γ, β and δ, we have to constrain 4*N of parameters (N is the number of cross sections). By 

using equations 11 and 12, we can halve the number of parameters.  

We have expanded this section and appended the above derivations to the appendix A to clear up the 

doubts.  

 

P7.L177: 

> the residuals between model predictions and observations (i.e. water level and width); 

It is not clear how the width is calculated in the model (as the model now only has flow-area without explicit 

width representations). How width and flow area can be related? Please explain in a detailed manner. 

Reply: In the model, the width is calculated as the derivative of flow area with respect to depth. We have 

added this in section 3.3.  
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“… bs, bo, Nb, σb are simulated width (calculated as the derivative of flow area with respect to 

depth in the model), observed width, number of widths, and the uncertainty of observed width…”  

 

P7.L163 

> Case study 

I think it is better to explain the method (experimental setting) of the case study in the method section, and 

explain in a more detailed manner by moving descriptions from Supplement to main text. As HESS is a full 

paper journal, it is obviously better to write the minimum explanations on the experiment settings to follow 

the results.  

Reply: Thank you. We have restructured the sections. The case study section includes study site, data and 

model setup, parameter calibration and calibration scenarios by integrating supplementary information.   

P8.L182 

> Figure 3 

Please inform that the “km” indicates the distance from the upstream boundary. It is not clear which is 

upstream/downstream from the current explanations. 

Reply: Thank you for pointing this out. We use cross section number instead of chainage in the revised 

version. All numbers are indicated in the study map.    

P8.L186: 

“Figure 4” should be “Figure 3”. 

Reply: Revised.  

P8.L191: 

> the best match with the observed cross sections. 

It is not so obvious that the calibration #3 is the best match, as we can observe some exceptions in some 

reaches. Please provide some objective measure (e.g. RMSE of fitting) to support this statement. 

Reply: Thank you. We have added the RMSE and coverage to the figure. In terms of RMSE and coverage, 

calibration #3 is the best for most cross sections.  

P9.L192: 

> compared to less dense one (one per 5 km, Fig. S8) although high-resolution imagery (30 m) can provide 

plenty of width observations. 

This explanation appears suddenly, and it is difficult to follow. I suggest that the authors describe how width 

observations is prepared in the method section (i.e. how it was sampled), and make an analysis on the 

sampling sensitivity in the discussion section (not in the case study section) to improve the readability. 

Reply: We simply use the GEE app RivWidthCloud developed by Yang et al 2020.  we have added a few 

sentences in the data section explaining the procedure for preparing width observations as below:  

“Widths are derived using the RivWidthCloud algorithm in Google Earth Engine (Yang et al., 2020). 

We used Landsat 5 and Landsat 8 images and selected images to avoid cloud cover and obtain an 
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even distribution in time. Specifically, if the river is cloud-free in a given image, it is selected 

regardless of the cloudiness of other parts. Images collected from December to early April are 

excluded. In total, 37 Landsat 5 images and 15 Landsat 8 images are used and provided 10022 

individual width observations.” 

P9.L196: 

We can see the proposed method worked with a certain accuracy, but it is difficult to guess how much it is 

useful compared to other/previous methods. Please include some comparison with previous methods (e.g. 

comparison to the method by Jiang et al. 2019). Can you say the result is improved? Or can you say the result 

does not differ so much even though the new calibration requires less parameter numbers? 

Reply: Yes, we have added the simulations using previous method (Jiang et al. 2019) to have a direct 

comparison with the results obtained using the method of this study. The results are comparable to what 

was achieved from previous one. See Figure R1 for a detailed comparison.  

P10.L201: 

> the accuracy of simulation is acceptable and comparable to what was achieved using a different approach 

(Jiang et al., 2019). 

Please explain 

1) What was the characteristics of the different method? (If not explained, this sentence has no meaningful 

explanation). I suppose the Jiang et al 2019 calibration was “explicit cross-section and roughness parameters 

for each section” and thus have “more parameter numbers to be calibrated”. 

Reply: A clause has been added after this sentence to explain the method.  

“The accuracy is comparable to what was achieved using a different approach, which 

simultaneously calibrates cross-sectional shape parameters and roughness (Jiang et al., 2019).” 

2) Please provide some numbers for subjective comparisons. For example, how the RMSE values are 

different in these two methods? Without the subjective analysis, I cannot get how the authors concluded 

that ”accuracy is acceptable and comparable”. 

Reply: RMSEs of both methods are added on the figure. We have also added one more sentence to describe 

this.  

“Overall, the accuracy of simulation is acceptable. RMSE is about 50 cm and 44 cm at Tonghe and 

Yilan stations, respectively. The accuracy is comparable to what was achieved using a different 

approach, which simultaneously calibrates cross-sectional shape parameters and roughness…”  

P11.L249: 

> the relationship is generally independent of rivers 

I think this is still the observation-based finding, and needs for some theoretical/geographical analysis should 

be discussed (in the discussion section). 

Reply: Yes, this relationship is observed by fitting the data from 6 rivers. We have discussed this point in the 

discussion section as below: 

“The power-law function relationships of flow area / conveyance and flow depth and the 

corresponding linearity approximation are confirmed in 6 rivers. One may argue that the 
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relationship may not be globally applicable due to the limited number of rivers to validate the 

relationships. We cannot rebut this argument without collecting a large sample of surveyed cross 

sections, which is difficult because of data access problems. However, the rivers we used are of 

diverse sizes (width ranging from a few meters to kilometers) and flow characteristics, and are 

from different climate zones (Arctic, Mediterranean, and Asian temperate climates). Therefore, we 

believe that the relationship holds globally, and we call for extensive validation using other rivers. 

Regarding the linear relationship between the flow area and conveyance curves for each cross 

section, it is understandable intuitively given that both flow area and conveyance are linearly 

related to the same variable, i.e. flow depth. At river reach scale, the strong linear relationships 

between α and γ, β and δ are empirical “  

Supplement: 

Some contents are better to be moved to main text, such as Test S1, (a part of) Text S3 (except for sampling 

sensitivity experiments), Figure S5. 

Reply: The supplementary information is fully integrated into the main text.  

 



Replies to the comments by referee #3 

Dear Guy J.-P. Schumann, 

Thank you very much for reviewing our work. I have revised the title the objective according to your 
suggestions. Below we describe how we addressed your comments.  

This paper describes the use of hydraulic geometry relationships to estimate river cross section 
geometry and the subsequent use of satellite altimetry and imagery to calibrate those parameters. 

In fact this is a very well written paper and the methods are sound. The topic is also of interest and 
quite timely given the applicability of the method at the global scale. 

However, I have one main point of concern. The methods the authors present, both the derivation of 
river geometry parameters and the calibration procedure with satellite data are not new at all, as the 
authors clearly allude to in their comprehensive and up-to-date literature review. There are now 
many studies looking at either one of those two approaches and indeed also combined. 

In order for this paper to be publishable, I would therefore recommend to revise the title and not talk 
about a "new" scheme. In my opinion, the authors did a new river application study using existing 
methods. 

Also, I strongly suggest the authors write a paragraph upfront in which they justify what is new in 
their work. 

I gave this minor revisions because I think these two suggestions are relatively straightforward to 
implement in a revised version but, however, without these changes I would not recommend this 
current version to be published. 
 

Reply: We thank the reviewer for acknowledging the contributions of our work presented in this 

study.  

Following your suggestions, we have deleted the subtitle to avoid any overselling of this work. The 

current title is “Calibrating 1D hydrodynamic river models in the absence of cross-sectional 

geometry using satellite observations of water surface elevation and river width”.  

In the last paragraph, we explicitly state the novelty of this work as below: 

“In order to reduce parameter correlation in hydraulic inverse problems, we put forward 

a method to parameterize and calibrate 1-D river models in a different way. Instead of 

roughness and geometry, flow area and conveyance curves as functions of flow depth 

are estimated in an inverse modeling workflow. In this way, only the dependence of 

area and conveyance on flow depth is estimated, regardless of the detailed channel 

shape and roughness. This paper illustrates this approach for the calibration of a 1D 

MIKE Hydro River model (DHI, 2017) to simulate WSE dynamics, using satellite 

observations of WSE and river width as observations.  The novelty is to use power-law 

relationships between flow area / conveyance and flow depth in a hydraulic inversion 

without detailed cross-sectional data or assumption of any specific cross-sectional 

shape. Therefore, this approach is fundamentally different from previous studies, and 

provides an alternative way for hydrodynamic model calibration. ” 
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