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The authors perform a comparison between NARX, CNN and LSTM on seq to val and
seq to seq mode, over a set of wells. The authors investigate not only the performance
of the models but also the computational effort required to calibrate them and the effect
of the training length which are interesting and useful aspects. Another interesting
and novel aspect is the combined approach to hyper parameters tuning and variable
selection. The work is well written and exhaustive, making the work reproducible. The
set of experiments was properly designed and explained. Therefore, I recommend only
a few minor changes.

It could be interesting and useful to show a map of the study area with the wells loca-
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tions and the mentioned surface water bodies.

In the introduction it could be useful to point out as a novelty aspect the approach
to hyper parameters tuning and variables selection. Several other works use statisti-
cal methods to determine the input sequence length, which could have a hydrological
meaning (Kisi et al. 2017; Hasda et al. 2020; Zanotti et al. 2019; Di Nunno 2020). In
this case results (Tables S2 – S4) show a wide variability of the length of the input. This
does not give any insight about the hydrological behaviour of the water bodies, but it
could be useful in cases where the correlation is not linear.

In paragraph 2.5 could be better explained the relationship between the input delay,
feedback delay and the additional GWt-1 data. Since NARX is autoregressive isn’t it
already considering previous groundwater levels? In table S2 you have ID GWLt-1:
does it mean that you are feeding into the model more than one GWL (and the same
for seq length when using GWLt-1)?

The performance of the models is well presented and discussed, but a discussion could
be made also relatively to very poor performance on some wells: what could be the
cause of the results of e.g. BW 781-304-2 or BW 138-019-0? Maybe it could be handy
to add the length of the training set in figures S1-S68 or in their captions.

Fig. 4 and its relative discussion are in the results; it could be useful to mention in the
materials and methods that you performed that analysis. Same for paragraph 4.4: it is
an interesting analysis, and its methodology should be appropriately explained in the
methods section and anticipated in the introduction.

Line 50-51 is not clear
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