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We thank the reviewer for their comments and questions that have helped to improve the description of the methodology. As we integrate a large number of different elements in this framework, we recognize that some descriptions can be improved for clarity.

Comment 1: The land surface model CABLE is the core of the methodology. Only if CABLE could correctly simulate each hydrological component, the water input could be inferred from ET. This is a big concern as land surface models are known to overestimate the coupling between soil moisture and ET (10.1029/2018WR023469).
Author’s response: We agree that there are challenges in hydrological component estimation with land surface (and even process) models. However, models serve as the best tool for providing an interpretive framework, particularly when used in the context of ingesting or evaluating against available observations. While a particular combination of models were used in the current approach (CABLE and TSEB), based on both past model experiences and their previously evaluated suitability, we do explicitly recommend exploring the use of different models, or even an ensemble of models. Our framework certainly provides this flexibility. To highlight this, we have now included the following text in the Discussion section (page 21, line 6): “The goal of this study was to provide a first approximation of regional groundwater abstraction independent from self-reported data, and for this, we have used a specific combination of models (i.e. TSEB and CABLE). Further investigation is required to determine the uncertainties of these models – as well as other inputs – and how they might propagate through our groundwater abstraction framework. One approach that could help mitigate biases within specific models is to explore the use of multi-model estimates, which would also help provide estimated ranges of groundwater abstraction.”

Comment 2: How the model is calibrated in the study area? What’s the sensitivity of ET to water input? What’s the model performance in forward simulation? What’s the underlying uncertainty of model inversion? To what degree TSEB ET improve CABLE ET? All these questions are not addressed and therefore the methodology is not convincing, even though the final results look good.

Author’s response: We have split our response to answer these questions below. However, as a general response to this comment, it is important to note that this study represents a demonstration approach to provide meaningful information in a data poor environment. That is, it was not intended as a calibration/validation effort of a predictive model (or integration of models) framework, but rather as an application that builds on decades of research in the use of remote sensing data and land surface models.

Comment 2.1: How is the model calibrated in the study area?
Author’s response: We did not perform a traditional calibration of parameters in the CABLE model. One reason is that this study is not performed within a defined basin with an observable runoff component, which is the usual approach to model calibration. Absent such observations, we are limited to running the model in default mode. While there have been efforts to undertake multi-observation based calibration approaches (which our team has explored previously; McCabe et al., 2005; Stisen et al., 2011), these are certainly not commonplace: and again run into the problem that one of our observations is actually used in the optimization target (i.e. independently observed ET). Our study “area” is in fact 5000+ individually delineated center-pivot fields, in which we employ the model as a 1D representation to capture vertical moisture transport. That is, we are most interested in using the model physics to capture the underlying hydrological processes related to hydrological partitioning. Therefore, CABLE parameterization was done based on regional soil parameters but with vegetation characteristics determined by satellite observations (e.g. LAI). Using these parameters, we employ the model as an optimization tool to infer the irrigation amount. Even running the model in a “forward” mode is not realistic, as rainfall is non-existent – and without a coupled irrigation module, we developed an approach to infer this variable indirectly.


Comment 2.2: What’s the sensitivity of ET to water input and what’s the model performance in forward simulation? To what degree TSEB ET improve CABLE ET?

Author’s response: It is important to note that a forward simulation of the land surface model cannot be performed, precisely because the irrigation amount is not known (and
rainfall is non-existent). That is, implementing the land surface model using only the limited rainfall amount in this region, leads to an almost complete lack of evaporation signal. On the other hand, TSEB ET is derived from satellite observations, and does not require prescribing the irrigation amount applied. Therefore, TSEB ET is used to infer the irrigation amount that would be needed in CABLE to reproduce the estimated ET amount. In that sense, TSEB ET improves the estimation of CABLE ET by providing the missing irrigation component in this region.

Comment 2.3: What’s the underlying uncertainty of model inversion?

Author’s response: In this and many other such regions, ground based collections of irrigation data do not exist for individual fields at a sufficiently large scale to evaluate the uncertainty of model inversion. These and other issues were mentioned in Section 4.1. Ultimately, our study is a demonstration of using the best available data and tools to undertake an analysis in a data-limited region. This is very much a developing world problem, but there are numerous “developed” world cases where data to inform model set-up and evaluation is absent. Using the strategy proposed here, we were able to provide results that reflect expectations when compared to the limited available datasets (both at farm and regional scale), i.e. a positive outcome given the scenario where independent data is not available to inform decision makers.

Comment 3: ET is the link between the land surface model and satellite remote sensing. However, no ET result is shown in the manuscript at all, and there’s no comparison between TSEB ET, CABLE ET and field observation. While TSEB is a reasonable model, it is sensitive to the accuracy of LST but LST retrieval is usually error-prone (that’s why ALEXI is developed to mitigate this issue), in particular for the TIRS on-board Landsat. TSEB is also sensitive to some configurations such as the selection of resistance scheme. The authors use "in-series" scheme while other papers use "in-parallel" scheme. How these intermediate steps were determined and how they perform worth demonstration.
Author’s response: As the main contribution of this work is to estimate groundwater abstraction, we focused our attention only on this component in the results section. However, we have now added a figure showing ET results to add confidence to the results as supplementary material (Figure S1).

We would note that the potential of TSEB (and other remote sensing models) for estimation of ET over irrigated crops in semi-arid and arid regions has been well documented and validated (e.g. Colaizzi et al., 2012; Zhuang and Wu, 2015; Nieto et al., 2019), including initial efforts from our group to validate TSEB (among other evaporation models) within Saudi Arabia (Aragon et al., 2019). At some point (and after decades of research), the hope is that such remote sensing based approaches can ultimately move beyond being purely research tools, to actually be implemented to provide guidance for operational management. That is an aspect that we explore here.

However, to address the concern, we have also added a figure (Figure S2) showing a comparison of TSEB and measured LE over an irrigated field in one of the study regions (Tawdeehiya farm; see Figure 1). TSEB was chosen to reduce the already high computational load of running CABLE and an ET model over this large region. Nevertheless, we are aware of the sensitivity of TSEB to the accuracy to the LST retrieval, and we are actively exploring the use of ALEXI and its associated disaggregation scheme (DisALEXI; Anderson et al., 2011) for this region: but these efforts are parallel to this study and are therefore not included here. We have added text to the discussion recommending the use of an ensemble of different ET and/or land surface models and we are working on this direction for exploring future implementations of our strategy.

We also added the following explanation regarding the choice of the resistance scheme to Section 3.4.1 (page 13, line 15): “The in-series scheme was selected as it has been demonstrated to estimate heat fluxes of densely vegetated areas better than the parallel or patch schemes (Kustas et al., 1999; Li et al., 2005; Colaizzi et al., 2012). In our study, the crops are not structured in rows, and at maturity the canopy covers the
entirety of the soil surface (with the exception of the beam tracks of the pivot), and so the area was considered as densely vegetated.”


**Comment 4**: The authors shows that the methodology is able to apply to large scale. While this is cool, I wonder if it is possible to evaluate the water budget by e.g., comparing with GRACE or other hydrological data? I’m still worried that water loss other than ET may not well captured by CABLE and may cause large uncertainty on the relationship between water input and ET.

**Author’s response**: We thank the reviewer for this suggestion and we fully agree with the idea of water budget assessment in this region. In fact, this is an area of work that our research group has explored (Lopez et al., 2015; 2017) and this study forms part of an effort to address this. However, GRACE’s ability to capture water storage changes is limited in terms of scale, with studies exploring only the largest (>200,000 km$^2$) basins and aquifers in the world (Famiglietti et al., 2014; Long et al., 2015; Richey et al., 2015). This limitation in scale was mentioned in the first paragraph of the introduction. However, we have now added the following text in the relevant paragraph in the Discussion section (page 20, line 22) to address this: “For example, the Al Jawf agricultural region as defined in this study (mapped agricultural area of about 2,500 km$^2$) is small compared to the scale of the Saq aquifer system that feeds it (about 500,000 km$^2$) and the recommended minimal size for GRACE studies (>200,000 km$^2$; Famiglietti et al., 2014; Long et al., 2015; Richey et al., 2015).”

We are currently working on estimating the water consumption within this entire region in order to compare the estimates with GRACE data.

Regarding water loss, within this environment the major loss occurs via evapotranspiration, as there are no perennial streams discharging to the sea and limited surface water-groundwater interaction (aquifers are very deep), making this region an ideal candidate to perform such an assessment. In more hydrologically complex environments, this approach would be more challenging to implement.


Finally, we appreciate the reviewer’s effort to provide specific comments within the manuscript that also help improve the description of our work. Below we include our responses to these:

**P3L14**: Landsat (7 8) is 8 days.

**Author’s response**: In this work we only used Landsat 8 for the year 2015. We have edited the text in the manuscript to reflect this: “Landsat 8 data, on the other hand, has a spatial resolution of 30 m, allowing it to map individual fields with a revisit time of 16 days.”

**P9L28**: Why not using Houborg’s approach as I note he is in the author list. P9L30:
Need to specify the configuration of the training database derived from PROSAIL.

**Author’s response:** The approach described in Houborg and McCabe (2018) works well when in situ data is available, which was the case for the smaller farm located near Riyadh. However, in this study we decided to undertake only the model-based approach, as no in situ leaf area index data for the Al Jawf region exists for the time period studied. We have added the following explanation to the manuscript to reflect this: “In our study, a coupled leaf-canopy model (PROSAIL) produced forward runs over a wide range of realizations, and these were used as a training dataset to develop estimates of LAI using a Random Forests (RF) approach. The inversion of the forward runs needed to derive LAI was based on the REGularized canopy reFLECtance model (REGFLEC; Houborg et al., 2015) which has been shown to be suitable for largely automated applications (Houborg and McCabe, 2016). The configuration of REGFLEC in this study was done as in Houborg and McCabe (2016), but we did not use the hybrid approach because of the lack of in situ LAI data in the larger region of Al Jawf.”


P13L14: Why series scheme is chosen as there are studies that recommend parallel scheme.
**Author’s response:** The decision to use the in-series scheme was based on the type of crops during the study period and how they develop. For the most part, these crops are not highly structured in rows and at maturity, the canopy covers the entirety of the soil surface (except at the irrigation beam tracks) and so, the area can be considered as densely vegetated. Choosing the in-series approach allows to account for the coupling between soil and canopy (i.e., it allows for the interaction between soil and canopy heat fluxes). The in-series approach had better results than the parallel or patch scheme while looking at densely vegetated areas. For instance, Kustas et al. (1999) and Colaizzi et al. (2012) employed the in-series scheme in their studies with the former showing better performance than the parallel version of the model. We have now added the above description in the manuscript (page 13, line 15).


**P13L19:** Is canopy height involved in the calculation? If so, how do you deal with that?

**Author’s response:** We have now added this detail to the manuscript: “Given the lack of in-situ information for land cover and crop development stage, Hc could not be implemented as a linear function of NDVI. In this study, canopy height was prescribed to a constant value of 0.3 m."

**P13L26:** How do you calculate roughness length without sensible heat?

**Author’s response:** The aerodynamic roughness length for heat and momentum
transport were defined to be as $z_{0M} = H_C/8$ and $z_{0H} = z_0M/exp(k_B^{-1})$ where the $k_B^{-1}$ (i.e., $ln(z_{0M}/z_{0H})$) parameter was set to 2 as in (Norman et al., 1995). We have now added this missing equation and explanation in the manuscript.


P13L29: Need a citation or justification. While shortwave radiation may follow Beer’s Law (and there is impact of leaf angle distribution), longwave radiation is different (you may check CABLE’s longwave radiation radiative transfer).

Author’s response: We thank the reviewer for highlighting this error. We have now expanded and modified the text as follows:

The net radiation ($R_n$) is computed as:

$$R_n = (1 - \alpha) S_{dn} + L_{dn} - \varepsilon_{surf} \sigma_b LST^4$$

where $\alpha$ is the albedo, $S_{dn}$ and $L_{dn}$ are the incoming shortwave and longwave radiation components (derived from WRF data), $\varepsilon_{surf} = f_{\varphi} \varepsilon_{veg} + (1 - f_{\varphi} \varepsilon_{grd})$ is the surface emissivity with $f_{\varphi}$ described in Equation 10 and $\varepsilon_{veg} = 0.98$ and $\varepsilon_{grd} = 0.93$ are the canopy and soil emissivities respectively and $\sigma_b$ is the Stefan-Boltzmann constant.

The net radiation that reaches the canopy $R_{nc}$ is modelled as:

$$R_{nc} = R_n \left(1 - e^{-0.45LAI/\sqrt{2cos(\varphi_z)}}\right)$$

where $\varphi_z$ is the solar zenith angle. This simple parameterization for $R_{nc}$ was developed based on the Cupid model for dense canopies as described in Zhuang and Wu (2015).

**P14L8:** This assumes a spherical leaf angle distribution. Need elaboration.

**Author’s response:** The following text was added to the manuscript after Equation 10: “The vegetation fraction assumes a spherical leaf angle distribution, which is a good approximation for general plant canopies, spreading the leaf area uniformly across solar zenith angles (Campbell 1998). For Saudi Arabia, at the Landsat overpass time, the extension coefficient $K_b = 0.5$.”


**P14L9:** Then is there a sharp change when LAI=1 as you use two different models?

**Author’s response:** Yes, there was a sharp change while using the OSEB rather than TSEB for low LAI values. The reason to implement OSEB for low LAI conditions was that in some instances TSEB showed unreasonably high bare soil evaporation rates, thereby leading to overestimation of water use in fallow/inactive fields. We have added the following text (in bold) to make this clear in the manuscript (page 14, line 9): “For pixels with low LAI values (LAI < 1) i.e. where the soil component is dominant, the canopy component was omitted by applying a simpler, one-source energy balance (OSEB). In the OSEB, the sensible heat flux is estimated by using a one-layer circuit network. Although this can lead to a sharp transition in ET for values around LAI=1, this was done to reduce the observed influence of unrealistic high bare soil evaporation values using TSEB, which would cause an overestimation of water use in fallow or inactive fields.”

**P14L16:** Please specify parameter values.

**Author’s response:** This refers to A and B in equation 12 (soil heat flux model of
Santanello and Friedl, 2003). The values of the A and B parameters were left as in the original parametrization as $A = 0.31$ and $B = 74000$ s. We have added this to the revised version.


P14L20: How is albedo calculated?

**Author’s response:** We used the parameterization of Liang (2000). We have added this detail and reference to the manuscript.


P14L27: Isn’t CABLE a dynamic vegetation model, i.e., LAI is calculated in a process? How could you use LAI as input which breaks the process?

Author’s response: The version of CABLE that we used did not include a dynamic vegetation model. While there is a global coarse resolution monthly LAI dataset included as part of the auxiliary files (as described in Srbinovsky et al., 2013), we did not use this LAI product. Instead, we ingested LAI into the model based on our own estimates. This is now mentioned in the added text in section 3.4.2: “Finally, for leaf area index, we did not use the default MODIS-derived LAI, as the coarse resolution of this product is not sufficient to represent crop dynamics from individual fields. We used Landsat-derived LAI as described in Section 3.1”


P15L5: Is there a dynamic root consideration?
Author’s response: To our knowledge, the version of CABLE we have used (2.3.4) does not feature a dynamic root module.

P15L13: How could you figure out these soil parameters?

Author’s response: Please see the answer to the following question regarding CABLE parameters.

P15L16: I believe there are a large amount of parameters in CABLE which can influence ET response to water input. Do you do any calibration and sensitivity analysis?

Author’s response: As noted in our earlier response, a specific calibration to CABLE parameters was not performed. Soil properties were based on the 1-degree global soil classification (Zobler, 1999) included as part of CABLE’s auxiliary files for offline simulations, which in this region correspond to sandy loam soil (this detail has been now added to page 15, line 13). Given that the focus of the study is irrigated crops, it was important to set a dynamic leaf area index based on satellite observations – as described in Section 3.1.


Please also note the supplement to this comment: