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AC3-General. This paper explored the potential of data-driven models such as ANN
for improving the accuracy of high flow estimation through integrating resampling and
ensemble techniques. For this exercise, three resampling techniques: random un-
dersampling (RUS), random oversampling (ROS), and SMOTER; and four ensemble
techniques: randomized weights and biases, bagging, adaptive boosting (AdaBoost),
least-squares boosting (LSBoost) were systematically combined to show the improve-
ment in the forecast accuracy in terms of reducing the timing and amplitude error. This
paper used the hourly river stage data along with other meteorological data collected
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from Bow and Don River basins, Canada to demonstrate the proposed modelling ap-
proaches. While many previous papers have already reported the potential applica-
tion of several ensembles and resampling methods to improve the forecast accuracy
of data-driven models, this paper claims that the implementation of ROS, and new ap-
proaches for SMOTER, LSBoost, and SMOTER-AdaBoost are the new addition. The
paper is well written and interesting to the researchers of hydrology. However, the
paper needs some more clarity, which | have marked below.

RC3-General. Thank you for the positive comments on our manuscript. We have
addressed the comments for better clarity below.

RC3-1. Since the variation in the streamflow is evident, | do not know the usage of
word imbalance is correct or not in this context.

AC3-1. The term ‘imbalance’ is widely used in machine learning literature to describe
imbalance of labels for classification problems [1]. Many studies have extended the use
of this term to regression problems [2]. In simple terms, “imbalanced” is defined as the
“existence of an over-representation of a given class(es) or numeric value interval(s),
over another” [3].

AC3-2. You have selected the 80th percentile to segregate the peak flow data from the
entire dataset. | agree that ANN models are completely dependent on the choice of
data. Still, it would be interesting to see the effect of selecting any other values (70th
and 90th percentile), at least for a few cases.

RC 3-2. Thank you for this recommendation. A formal grid-search and subsequent
discussion on HF thresholds (ranging from 50 to 90th percentile flow) has been added
to the revised manuscript (please see Fig 11 and associated text the attached supple-
ment). In this new analysis, we compare the Bagging ensemble with SMOTER-Bagging
in order to quantify the relative effects of resampling for various high flow thresholds.

RC3-3. How to choose the model HF, TF for the unknown data for the future forecast?
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AC3-3. It is not necessary to know the HF or TF of the future, unknown data - we
assume these values to be constant for the simulations. With sufficient historic data,
the temporal variance of the high flow threshold is assumed to be negligible. This can
be confirmed using statistical bootstrapping: bootstrapping the 80th percentile flow (n =
10,000) returns a standard deviation of 0.0046 and 0.0031 for the Bow and Don River,
respectively. Alternatively, as recommended in the text, a high flow threshold could be
chosen based on physical characteristics (such as the stage at which a river exceeds
its banks).

RC3-4. How do you define highly imbalanced flow datasets?

AC3-4. “Highly imbalanced” is commonly used in literature [4-7]; however, the authors
are not aware of a quantitative definition. For that reason, the term “highly” has been
removed from the text and instead we simply state “imbalanced”.

RC3-5. Line 25: “One cause of low model accuracy on high flows is the scarcity of
representative sample observations available with which to train such models.” Add
one or two references

AC3-5. We appreciate this recommendation and have added the following reference
[8].

RC3-6. Line 30: “As a result, studies that assess models using traditional performance
metrics risk overlooking deficiencies in high flow performance.” | agree with this point.
However, separating high flow hydrograph from the dataset and evaluate the model per-
formance using the traditional indices would still reveal the actual model performance.
This should be mentioned.

AC3-6. We appreciate this insightful suggestion. In fact, this is exactly what we do in
our manuscript; a fixed threshold is used to separate high and typical stage values.
This simple approach was favoured over more complex methods of high flow perfor-
mance assessment such as for hydrograph extraction, which isolate separate hydrolog-
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ical events and baseflow. Large hydrological events during low baseflow periods, which
occur in highly seasonal watersheds such as the Bow, are not necessarily relevant to
flood forecasting, as the event peak stage may not attain flood-level stage. Compar-
atively, a small event during high baseflow may reach a higher peak stage. Thus,
we found that simply separating high and typical stages based on a fixed threshold is
more appropriate than more complex hydrograph extraction methods for applications
such as high stage forecasting. We will include a discussion on this in the updated
manuscript. In our previous research [9, 10] on improving high flow performance, we
demonstrate hydrograph extraction and the use of more complex, event-specific per-
formance measures; however, this approach was abandoned for the aforementioned
reasons.

RC3-7. Line 40: Improving the accuracy of high flow forecasts has been the focus of
many studies. Several studies have examined the use of preprocessing techniques
to improve model performance. Reference is required. | would suggest adding Ka-
siviswanathan et al. (2015).

AC3-7. Thank you for this suggestion, we have added this citation in the manuscript.
Preprocessing methods used in several works cited in the original draft: [11] evaluates
statistical transformations and [12] evaluates a multi-model approach based on cluster-
based preprocessing that evaluate preprocessing techniques for improving high flow
performance.

RC3-8. Line 85: The Bow and Don River watersheds are the focus of this research.
You may consider deleting this line.

AC3-8. Thank you for this recommendation. The focus of the research is indeed the
ensemble and resampling methods. The sentence has been modified as follows: “The
Bow and Don Rivers are featured as case studies in this research to evaluate methods
for improving the accuracy of high stage data-driven forecasts”

RC3-9. Authors refer to the stage as flow. This should be corrected.
C4



AC3-9. Thank you for this recommendation. In our original submission, we refer to
flow forecasting but opt to use stage data in our models, as stage in forecasts are more
useful than flow for indicating flooding and stage-discharge curves are readily available
for both rivers. We understand how this may cause confusion and have changed all
uses of ‘flow’ to ‘stage’, where appropriate.

RC3-10. It would be interesting to see how the peak flow of Bow River in the years
2005 and 2013 forecasted by these models. Similarly, for Don River.

AC3-10. The results for the Bow River for 2005 were included in the original manuscript
(Fig. 3). Individual performance for this calendar year is reported in Table RC3-1
(please refer to attached supplement).

We currently do not have access to the 2013 Bow River data but will consider adding
it to the analysis for the final revised paper. For the Don River, the high resolution data
needed for our research is unavailable for 2005 and 2013 for some of the hydrometeo-
rological stations used in this research.

However, note that the current dataset is highly imbalanced as shown in Fig. 2 in the
original manuscript. Thus, we think the data we used is sufficient for the analysis to
demonstrate the effects of resampling/ensemble with respect to the data imbalance
problem, even without the additional data for 2005 and 2013 for each river.

RC3-11. Why stage data, why not directly for the discharge data?

AC3-11. Stage data is used for several reasons. Foremost, it is more relevant, com-
pared to discharge, for an early flood warning system, which is the anticipated appli-
cation of this research. Next, stage is measured directly, whereas flow is calculated
based on an uncertain stage-discharge relationship. References to flow or discharge
have been corrected to flow, following RC3-9.
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Please also note the supplement to this comment:
https://hess.copernicus.org/preprints/hess-2020-430/hess-2020-430-AC1 -
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