
Response to Editor Dr. Bettina Schaefli 

Comments to the Author: 

Dear Authors,  

I would like to invite you to implement to changes that you discussed in the public discussion. Even 

if it is a technical note, I suggest you follow the suggestions of reviewer two to make the paper a bit 

more accesible for non-specialists. 

 

 

Response: 

Many thanks for giving us an opportunity to revise this manuscript. We have revised the paper 

according to what we presented in the public discussion. We also explain how we revise in the 

response to each comment below. We have added more information on the wavelet methods both 

in Introduction and Theory sections as reviewer #2 suggested to make the paper more accessible to 

general readers. We have also tried to avoid using abbreviations as much as we can.  

 

Response to Anonymous Referee #1 

 

Comments from Referee #1 

 

In this paper, the authors mainly developed a partial wavelet coherency method, for identifying the 

relationship between variables. It is an important issue but also a difficult problem for geo-data 

analysis, and the method developed would be helpful for the data analysis in geosciences. The 

following comments are suggested to be considered for further improving the paper:  

 

Comment #1: 

(1) In lines 108-110: the “sufficient number” should be clarified, as it has a big influence on the 

uncertainty estimation, that is, what number is sufficient? Furthermore, the reason of using first-

order autocorrelation coefficient for MC simulation should be explained and discussed. 

Response #1: 

Many thanks for your review and positive general comment. 

To address the “sufficient number” issue, we added the following sentences “Different 

combinations of r1 values (i.e., 0.0, 0.5, and 0.9) were used to generate 10 to 10 000 AR(1) series 

with three, four and five variables. Our results indicate that the noise combination has little impact 

on the PWC values at the 95% confidence level as also found by Grinsted et al. (2004) for the 

BWC case (data not shown). The relative difference of PWC at the 95% confidence level compared 

with that calculated from the 10 000 AR(1) series decreases with the increase in number of AR(1) 

series. When the number of AR(1) is above 300, a very low maximum relative difference (e.g., 

<2%) is observed (Fig. S1 of Sect. S3 in the Supplement). Therefore, a repeating number of 300 

seems to be sufficient for a significance test. However, if calculation time is not a barrier, a higher 

repeating number, such as ≥1000, is recommended.” at Lines 171-181. 



 
Figure S1. Relationship between maximum relative difference (%) of PWC compared to that 

calculated from 10 000 AR(1) series (surrogate dataset) versus the number of AR(1) series during 

the significance test using the Monte Carlo test. Number of scales per octave is 12. The first-order 

autocorrelation coefficients (r1) in brackets refer to those for the response variable (first), 

predictor variable (second), and excluding variables (third and onwards).   

 

“The first-order autoregressive model (AR(1)) is chosen because it can be used to simulate most 

geoscience data very well (Wendroth et al., 1992; Grinsted et al., 2004; Si and Farrell, 2004)” 

(Lines169-171). 

 

Comment #2: 

 

(2) Lines 121-122, some theoretical lines can be provided to show the difference between Eq. (9) 

and Eq. (14). 

Response #2: 

The difference between Eq. (9) and Eq. (14) was explained by derivation of PWC in the case of 

one excluding variable from Eq. (1).  

“When only one variable (e.g., 𝑍1) is excluded, Eq.(9) can be written as (see the Supplement (Sect. 

S2) for the derivation process) 

𝜌𝑦,𝑥∙𝑍1
2 =

|𝛾𝑦,𝑥(𝑠,𝜏)−𝛾𝑦,𝑍1(𝑠,𝜏)𝛾𝑥,𝑍1(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ |
2

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                            (14)    ”(Lines 163-165) 

In the supplementary (Sect. S2), we added the derivation  of Eq. (14) from Eq. (9) as follows: 

“S2  Derivation of the PWC in case of one excluding variable (Eq.14) from Eq. (9) 

 

When only one variable (e.g., 𝑍1) is excluded, Eq.(9)  (𝜌𝑦,𝑥∙𝑍
2 =

|1−𝑅𝑦,𝑥,𝑍
2 (𝑠,𝜏)|

2
𝑅𝑦,𝑥
2 (𝑠,𝜏)

(1−𝑅𝑦,𝑍
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍

2 (𝑠,𝜏))
  ) 



can be written as 

𝜌𝑦,𝑥∙𝑍1
2 =

|1−𝑅𝑦,𝑥,𝑍1
2 (𝑠,𝜏)|

2
𝑅𝑦,𝑥
2 (𝑠,𝜏)

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                                                              (S8) 

Based on Eq. (2),  

𝜌𝑦,𝑥∙𝑍1
2 =

|1 − 𝑊
↔𝑦,𝑍1 (𝑠, 𝜏)

𝑊
↔𝑍1,𝑍1 (𝑠, 𝜏)−1

𝑊
↔𝑥,𝑍1 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑊
↔𝑦,𝑥 (𝑠, 𝜏)

   |

2
|
𝑊
↔𝑦,𝑥 (𝑠, 𝜏)|

2

𝑊
↔𝑦,𝑦 (𝑠, 𝜏)

𝑊
↔𝑥,𝑥 (𝑠, 𝜏)

   

(1 − 𝑅𝑦,𝑍1
2 (𝑠, 𝜏)) (1 − 𝑅𝑥,𝑍1

2 (𝑠, 𝜏))
  

 

=  
|
𝑊
↔𝑦,𝑥(𝑠,𝜏)−𝑊

↔ 𝑦,𝑍1(𝑠,𝜏)
𝑊
↔ 𝑥,𝑍1(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑊
↔ 𝑍1,𝑍1(𝑠,𝜏)

   |

2

 

𝑊
↔𝑦,𝑦(𝑠,𝜏)

𝑊
↔𝑥,𝑥(𝑠,𝜏)(1−𝑅𝑦,𝑍1

2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1
2 (𝑠,𝜏))

  

= 

1

√(
𝑊
↔ 𝑦,𝑦(𝑠,𝜏)

𝑊
↔ 𝑥,𝑥(𝑠,𝜏))

2
|
𝑊
↔𝑦,𝑥(𝑠,𝜏)−𝑊

↔ 𝑦,𝑍1(𝑠,𝜏)
𝑊
↔ 𝑥,𝑍1(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

(√
𝑊
↔ 𝑍1,𝑍1(𝑠,𝜏))

2    |

2

 

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
      

=

|| 𝑊
↔𝑦,𝑥 (𝑠, 𝜏) 

√
𝑊
↔𝑦,𝑦 (𝑠, 𝜏)√

𝑊
↔𝑥,𝑥 (𝑠, 𝜏)

− 𝑊
↔𝑦,𝑍1 (𝑠, 𝜏) 

𝑊
↔𝑥,𝑍1 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

 √
𝑊
↔𝑦,𝑦 (𝑠, 𝜏)√

𝑊
↔𝑥,𝑥 (𝑠, 𝜏)√

𝑊
↔𝑍1,𝑍1 (𝑠, 𝜏)  √

𝑊
↔𝑍1,𝑍1 (𝑠, 𝜏)  

   ||

2

 

(1 − 𝑅𝑦,𝑍1
2 (𝑠, 𝜏)) (1 − 𝑅𝑥,𝑍1

2 (𝑠, 𝜏))
 

=

|| 𝑊
↔𝑦,𝑥 (𝑠, 𝜏) 

√
𝑊
↔𝑦,𝑦 (𝑠, 𝜏)√

𝑊
↔𝑥,𝑥 (𝑠, 𝜏)

− 𝑊
↔𝑦,𝑍1 (𝑠, 𝜏) 

 √
𝑊
↔𝑦,𝑦 (𝑠, 𝜏)√

𝑊
↔𝑍1,𝑍1 (𝑠, 𝜏)  

∙  
 
𝑊
↔𝑥,𝑍1 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

 √
𝑊
↔𝑥,𝑥 (𝑠, 𝜏)√

𝑊
↔𝑍1,𝑍1 (𝑠, 𝜏)  

   ||

2

 

(1 − 𝑅𝑦,𝑍1
2 (𝑠, 𝜏)) (1 − 𝑅𝑥,𝑍1

2 (𝑠, 𝜏))
 

=
|𝛾𝑦,𝑥(𝑠,𝜏)−𝛾𝑦,𝑍1(𝑠,𝜏)𝛾𝑥,𝑍1(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ |

2

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                                                                          (S9)  ” 

 

 Later on, we presented the equation for calculating PWC in the classical method and discussed the 

theoretical differences between two methods in case of one excluding variable at Lines 185-204. 

“In the case of one excluding variable (𝑍 = {𝑍1}), Mihanović et al. (2009) suggested that the PWC 

can be calculated by an equation analogous to the traditional partial correlation squared (Kenney 

and Keeping, 1939) without giving the detailed derivation process. Their equation is the same as 

Eq. (14). Unfortunately, Ng and Chan (2012a) might have misinterpreted the equation of 

Mihanović et al. (2009) and developed Matlab code for calculating PWC using the equation 

expressed as  



𝜌𝑦,𝑥∙𝑍1
2 =

|𝑅𝑦,𝑥(𝑠,𝜏)−𝑅𝑦,𝑍1(𝑠,𝜏) 𝑅𝑥,𝑍1(𝑠,𝜏)|
2

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                                 (15) 

where 𝑅𝑦,𝑥(𝑠, 𝜏), 𝑅𝑦,𝑍1(𝑠, 𝜏), and 𝑅𝑥,𝑍1(𝑠, 𝜏) are the square root of 𝑅𝑦,𝑥
2 (𝑠, 𝜏), 𝑅𝑦,𝑍1

2 (𝑠, 𝜏), 

𝑅𝑥,𝑍1
2 (𝑠, 𝜏), respectively. 𝑅𝑦,𝑍1

2 (𝑠, 𝜏) and 𝑅𝑥,𝑍1
2 (𝑠, 𝜏) can be calculated from Eq. (10) by replacing 𝑦  

and 𝑥 with their corresponding variables. Eq. (15) has been widely used to calculate PWC in the 

case of one excluding variable (Ng and Chan, 2012b; Rathinasamy et al., 2017; Aloui et al., 2018; 

Altarturi et al., 2018b; Jia et al., 2018; Li et al., 2018; Mutascu and Sokic, 2020; Wu et al., 2020). 

Note that complex coherence and real coherence are involved in the numerators of Eqs. (14) and 

(15), respectively, while the denominators are exactly the same. Further comparison indicates that 

Eq. (15) underestimates PWC value relative to Eq. (14) unless 𝛾𝑦,𝑥(𝑠, 𝜏) and  𝛾𝑦,𝑍1(𝑠, 𝜏) 𝛾𝑥,𝑍1(𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

in Eq. (14) are collinear (i.e., their arguments are identical) under which the two equations produce 

the same PWC values. Differences between Eqs. (14) and (15) will be discussed further using both 

artificial data and a real dataset. For comparison purposes, we refer to Eqs. (14) and (15) as the 

new method and the classical method, respectively. ” 

The differences in PWC values calculated from the two methods (Eq. 14 and 15) are context-

specific. As the Referee #2 mentioned, although the difference between the Mihanovic et al. (2009) 

model (Eq.15) and the proposed model (Eq.14) are small, i.e., the difference of PWC values is only 

0.03 for the artificial data, Eq.14 produces PWC closer to 1. 

In addition, the comparison of these two methods using real data indicated that the difference 

between the two methods can be large. As an example, mean PWC values between E and RH after 

excluding the effects of T by the new method were consistently higher than the classical method, 

and the differences ranged from 0.4 to 0.6 around the scale of 1 year. This highlights that the new 

method produces more accurate results than the classical method. 

These have been added to the discussion section at Lines 414-438 as: 

“The differences between the new method (Eq.14) and the classical method (Eq. 15) are compared 

using both the artificial and real datasets. Except for the phase information, the two methods 

generally produce comparable coherence for the artificial dataset for the case of one excluding 

variable (Fig. S5 of Sect. S3 in the Supplement). However, the new PWC method produces 

consistently and slightly higher coherence than the classical method. For example, their mean 

PWCs between y and y2 at the scale of 8 after excluding the effect of y4 are 1.00 and 0.97, 

respectively. This indicates that the new method produces coherence between y and y2 at the scale 

(8) of y2 closer to 1 as we expect. While the classical method produces similar PWC between E and 

other meteorological factors in most cases especially for the coherence between E and T after 

excluding the effects of others (Fig. S6 of Sect. S3 in the Supplement), large differences between 

these two methods can also be observed. For example, while the new method recognizes the strong 

coherence between E and RH after excluding the effect of T at scales of around 1 year (Fig. 3d), 

this coherence was negligible by the classical method (Fig. 5a). Mean PWC values by the new 

method were consistently higher than the classical method, and the differences ranged from 0.4 to 

0.6 around the scale of 1 year (Fig. 5b). Considering the real coherence (Eq.15) rather than 

complex coherence (Eq.14) between every two variables in the numerators can potentially result in 

large underestimation of the partial wavelet coherence. Therefore, the ability of the new method to 

produce more accurate results than the classical method is one of its advantages. 



 

 Figure 5.   

Partial wavelet coherency (PWC) between evaporation (E) and relative humidity (RH) after 

excluding the effect of mean temperature (T) using the classical method (Eq. 15) (a) and 

differences in PWC between the new method (Eq.14) and classical method as a function of scale 

(b).” 

Comment #3: 

(3) Regarding the structure, is it more suitable to reorganize the Section 3 and 4, that is, the 

artificial data and their results are analyzed and discussed in Section 3, while those of real data 

are analyzed and discussed in Section 4? 

 

Response #3: 

 

Thanks for the good suggestion on paper structure. In the revision, we followed the order of data 

description, data analysis, results and discussion for each of artificial dataset and real data. To 

reduce the length of this paper, we have taken the suggestion from Referee #2 to remove the real 

data related to soil water content by adding more about the introduction of the wavelet methods and 

in-depth discussion of the advantages and weaknesses of the new method.  

 

Thanks again for your constructive comment.  
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Response to Anonymous Referee #2 

 

 

Comment #1: 

Summary  In this technical note, the authors propose a method for identifying relationships 

between two variables for the case where the two variables are correlated to other variables 

themselves. They apply their updated partial wavelet coherency’ (PWC) method to a synthetic 

dataset and two real-world applications and show that this updated PWC model shows similar 

performance as existing PWC models. They conclude that their model outperforms existing models 

because it provides phase information and allows for excluding several correlated variables from 

the PWC.  

 

Response  #1: 

 

Many thanks for your comment. We think the new method outperforms the existing one from the 

three aspects: (1) more accurate results because of the theoretical differences (as explained in the 

Response #2 to Referee #1 above); (2) inclusion of phase information; and (3) any number of 

excluding variables can be considered. 

Below we will respond to each of your comments. 

 

Comment #2: 

 

General remarks  I think that the study addresses a question of interest to the hydrological 

community, i.e. ‘how can we identify the most important driving variables of a certain phenomena 

at different time scales’. The technical note is generally well structured. However, I think that it 

lacks a didactical and detailed introduction to the topic, problem, and wavelet analysis. The 

introduction would significantly benefit from providing examples of when the identification of 

bivariate relationships are important (i.e. providing a motivation for the study), an in-depth 

introduction to wavelet analysis (for the readers who are not yet too familiar with the topic), and 

an introduction to the terminology used. Extending the introduction will increase the length of the 

note and I suggest removing the practical example number 2 instead. I think it does not provide 

additional insights regarding the performance of the method proposed compared to the statements 



that were already made based on the synthetic data and the first practical example. Since the new 

method does not seem to clearly outperform existing methods, I would better explain why adding 

phase information and excluding several confounding variables is beneficial for the analysis. I 

would also add a more detailed discussion of model weaknesses, especially the implications of 

detecting spurious correlations. In addition, the note would profit from careful language editing.  

Response  #2: 

More detailed information on the general wavelet analysis, PWC, and problem of existing methods 

were added in the Introduction and Theory sections (see more details below).  

The importance of bivariate relationships was explained at Lines 48-57. 

 An introduction to wavelet analysis in general was added at Lines 41-43. 

The original motivation to have both real datasets is to demonstrate that the proposed method can 

be used for both spatial and temporal data. We agree that more detailed introduction will increase 

the length of the paper, so we removed the results related to soil water content dataset.  

The differences between the new method and the existing method have been explained in the 

Response #2 to the Referee #1 above.   

A separate discussion section was added by including a more detailed discussion of model 

advantages (e.g., the three aspects mentioned in the Response #1) and weaknesses (including 

spurious correlations and multiple-testing). Please refer to the discussion section at Lines 399-486. 

Language has been carefully checked by editors from our publication office. 

Please see the details below on how we will address the comments you have made. 

 

Major points  

 

Comment #3: 

1. Abstract: The abstract is not very accessible to non-wavelet-specialists. I would provide a short 

example for when such an analysis would be necessary/beneficial and shortly summarize what 

wavelet coherence analysis is all about. Please also shortly explain why PWC has been introduced 

in the first place (l. 12). I would also mention the datasets used for model evaluations (l. 14). I 

think the statement ‘producing more accurate results’ (l. 18) needs justification, otherwise it is not 

very credible. I would exclude lines 21-24 because this is a technical note and specific results 

regarding the example applications going beyond model performance are in my opinion not of 

interest here.  

Response  #3: 

 

We have added “Bivariate wavelet coherency is a measure of correlation between two spatial (or 

time) series in the location-scale (or time-frequency) domain. It is particularly suited to geoscience 

where relationships between multiple variables commonly differ with locations or/and scales 

because of various processes involved.” to explain what is wavelet coherence and when it would 

benefit (Lines 9-12).  

The PWC was introduced “to detect the scale-specific and localized bivariate relationships by 

excluding the effects of other variables”. (Lines 14-15). 

The description of dataset used for model evaluations is “Both stationary and non-stationary 

artificial datasets with the response variable being the sum of five cosine waves at 256 locations are 

used to test the methods.” (Lines 18-19).  

Why the new method produces more accurate results was explained by adding “Compared with the 

previous PWC calculation, the new method produces more accurate results where there is one 

excluding variable. This is because bivariate real coherence rather than the bivariate complex 



coherence was mistakenly used in the previous PWC calculation, which underestimates the PWC” 

(Lines 22-25). 

Lines 21-24 from the previous submission have been removed. 

 

Comment #4: 

2. Introduction: The introduction should in my opinion provide a motivation for the use of PWC 

methods, also for non-specialists on the topic e.g. by providing examples of important bivariate 

relationships in the geosciences and why we may be interested in them. In addition, an introduction 

to wavelet analysis in general and wavelet coherence analysis in particular should be provided. 

The reader should also be made familiar with the terminology used, e.g. what kind of scales are 

you talking about and what is an ‘excluding variable’. A clear motivation for why excluding 

variables and including phases matters is required to underline the benefits of the methods later on 

in the results and conclusions sections (l. 57-58). Currently, the introduction does not very well 

prepare readers for what they are going to read in the methods and results sections.  

Response  #4: 

 

The importance of bivariate relationships was explained by adding “The BWC partitions 

correlation between two variables into different locations and scales, which are different from the 

overall relationships at the sampling scale as shown by the traditional correlation coefficient. For 

example, BWC analysis indicated that soil water content of a hummocky landscape in the 

Canadian Prairies was negatively correlated to soil organic carbon content at a slope scale (50 m), 

but they were positively correlated at a watershed scale (120 m) in summer because of the different 

processes involved at different scales (Hu et al., 2017). Because the positive correlation may cancel 

out with the negative at different scales and/or locations, the traditional correlation coefficient 

between soil water content and soil organic carbon content does not differ significantly from zero, 

which is misleading.” (Lines 48-57). 

 

The motivation for the use of PWC method is further explained by adding “Partial correlation 

analysis is one such method to avoid the misleading relationships resulting from the 

interdependence between other variables and both predictor and response variables (Kenney and 

Keeping, 1939)” (Lines 68-70) and “For example, PWC analysis indicated that Southern 

Oscillation Index and Pacific Decadal Oscillation did not affect precipitation across India, while 

this was misinterpreted by the BWC analysis because of their interdependence on Niño 3.4 that 

affects precipitation (Rathinasamy et al., 2017)” (Lines 78-81). 

 

An introduction to wavelet analysis in general was added as “Wavelet analyses are based on 

wavelet transform using mother wavelet function which expands spatial (or time) series into 

location-scale (or time-frequency) space for identification of localized intermittent scales (or 

frequencies).” (Lines 41-43). 

 

When we talk about scale, it can mean spatial or temporal scale depending on if the dataset are 

spatial series or time series. To avoid repeatedly addressing if this is related to spatial or time scale, 

we has defined it at the first time by adding “For convenience, we will mainly refer to location and 

scale irrespective of spatial or time series unless otherwise mentioned.”. (Lines 43-45). 

 

Excluding variable refers to “variable that influences the response variable is excluded”. (Lines 82-

83). 

 



The explanation on the motivation for why excluding variables and including phases matter was 

added as “The coherence between response and predictor variables can still be misleading if more 

than one variable is interdependent with the predictor variable. This is especially true if these 

variables are correlated with the predictor variable at different locations and/or scales. In addition, 

without phase information, it is hard to tell if the correlation at a location and scale is positive or 

negative” in the introduction at Lines 84-88. 

 

Comment #5: 

 

3. Theory: I think that you should start even simpler here and provide a short introduction to 

wavelet analysis (difference between discrete and complex, terminology) and wavelet coherence 

analysis. In addition, it is unclear to me what exactly the difference between classical PWC and 

your proposed method is (l. 74-76). Currently, it is not entirely clear to me how the Monte Carlo 

experiment was performed (l. 108-110). Could you please slightly expand this section?  

 

Response  #5: 

 

We has added the introduction to wavelet analysis, wavelet coherence analysis and associated 

equations at start of the Theory section. Here we assume you mean difference between discrete 

wavelet transform and continuous wavelet transform. These were added at Lines 101-120 as 

follows: 

“Wavelet analysis is based on the calculations of wavelet coefficients using wavelet transform at 

different locations and scales for each variable involved. Two types of wavelet transform exist 

including continuous wavelet transform and discrete wavelet transform. While the discrete wavelet 

transform is mainly used for data compression and noise reduction, the continuous wavelet 

transform is widely used for extracting scale-specific and localized features, as is the case of this 

study (Grinsted et al., 2004). For the continuous wavelet transform, the Morlet wavelet is used as a 

mother wavelet function to transform a spatial (or time) series into location-scale (or time-

frequency) domain, which allows us to identify both location-specific amplitude and phase 

information of wavelet coefficients at different scales (Torrence and Compo, 1998). From wavelet 

coefficients, auto- and cross-wavelet power spectra for two variables can be calculated as the 

product of wavelet coefficient and the complex conjugate of itself (auto-wavelet power spectra) or 

another variable (cross-wavelet power spectra). The BWC is calculated as the ratio of smoothed 

cross-wavelet power spectra of two variables to the product of their auto-wavelet power spectra 

(Grinsted et al., 2004). Hu and Si (2016) extended wavelet coherence from two to multiple (≥3) 

variables and developed MWC. Detailed information on the calculations of wavelet coefficients, 

auto- and cross-wavelet power spectra, BWC, and MWC based on the continuous wavelet 

transform can be found elsewhere (Torrence and Compo, 1998; Grinsted et al., 2004; Si and 

Farrell, 2004; Si, 2008; Hu and Si, 2016; Hu et al., 2017). Here, we will only introduce the theory 

and calculation that is very relevant to the PWC. “  

 

In addition, the derivation of Eq.(1) in the original submission from equations of complex partial 

spectrum in frequency domain and bivariate complex coherence from time-frequency domain was 

added in the supplement as below: 



“ S1  Derivation of the complex PWC Eq.(1) 

Complex partial spectrum from frequency (scale)domain (Makhtar et al., 2014) can be used to define that 

of time-frequency (location-scale) domain, 
𝑊
↔𝑦,𝑥∙Z (𝑠, 𝜏), which is expressed as  

𝑊
↔𝑦,𝑥∙Z (𝑠, 𝜏) =

𝑊
↔𝑦,𝑥 (𝑠, 𝜏) − 𝑊

↔𝑦,Z(𝑠,𝜏)
𝑊
↔𝑥,Z(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑍,Z(𝑠,𝜏)

      (S1) 

where 
𝑊
↔ is the smoothed cross spectrum, (∙)̅̅ ̅ is the complex conjugate operator, 𝑦, 𝑥, and 𝑍 (𝑍 =

{𝑍1, 𝑍2, ⋯ , 𝑍𝑞}) refer to the response variable, predictor variable, and excluding variables, respectively. 

𝑠 and 𝜏 refer to scale (frequency) and location (time), respectively. 

Given the definition of coherence between two variables 𝑦 and 𝑥, their complex coherence 𝛾𝑦,𝑥(𝑠, 𝜏) 

(Eq.(5)) can be re-written as 

𝛾𝑦,𝑥(𝑠, 𝜏) =
𝑊
↔𝑦,𝑥(𝑠,𝜏)

√𝑊
↔𝑦,𝑦(𝑠,𝜏) 

𝑊
↔𝑥,𝑥(𝑠,𝜏)

        (S2) 

Then we can define complex partial coherence as  

𝛾𝑦,𝑥∙Z(𝑠, 𝜏) =
𝑊
↔𝑦,𝑥∙Z(𝑠,𝜏)

√
𝑊
↔𝑦,𝑦∙Z(𝑠,𝜏) 

𝑊
↔𝑥,𝑥∙Z(𝑠,𝜏)

                                     (S3) 

Based on Eq. (S1) and Eqs 2, 3, and 4  (𝑅𝑦,𝑥,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑦,𝑍(𝑠,𝜏)
𝑊
↔𝑍,𝑍(𝑠,𝜏)−1

𝑊
↔𝑥,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑦,𝑥(𝑠,𝜏)

  , 

𝑅𝑦,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑦,𝑍(𝑠,𝜏)
𝑊
↔𝑍,𝑍(𝑠,𝜏)−1

𝑊
↔𝑦,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑦,𝑦(𝑠,𝜏)

   , and  𝑅𝑥,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑥,𝑍(𝑠,𝜏)
𝑊
↔𝑍,𝑍(𝑠,𝜏)−1

𝑊
↔𝑥,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑥,𝑥(𝑠,𝜏)

  ) 

 we obtain 

𝑊
↔𝑦,𝑥∙Z (𝑠, 𝜏) =

𝑊
↔𝑦,𝑥 (𝑠, 𝜏) (1 − 𝑊

↔𝑦,𝑧(𝑠,𝜏) 
𝑊
↔𝑥,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑍,𝑍(𝑠,𝜏) 

𝑊
↔𝑦,𝑥(𝑠,𝜏)

) =
𝑊
↔𝑦,𝑥 (𝑠, 𝜏) (1 − 𝑅𝑦,𝑥,𝑍

2 (𝑠, 𝜏)) (S4) 

𝑊
↔𝑦,𝑦∙Z (𝑠, 𝜏) =

𝑊
↔𝑦,𝑦 (𝑠, 𝜏) (1 − 𝑊

↔𝑦,𝑧(𝑠,𝜏) 
𝑊
↔𝑦,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑍,𝑍(𝑠,𝜏) 

𝑊
↔𝑦,𝑦(𝑠,𝜏)

) =
𝑊
↔𝑦,𝑦 (𝑠, 𝜏) (1 − 𝑅𝑦,𝑍

2 (𝑠, 𝜏)) (S5) 

𝑊
↔𝑥,𝑥∙Z (𝑠, 𝜏) =

𝑊
↔𝑥,𝑥 (𝑠, 𝜏) (1 − 𝑊

↔𝑥,𝑧(𝑠,𝜏) 
𝑊
↔𝑥,𝑍(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑍,𝑍(𝑠,𝜏) 

𝑊
↔𝑥,𝑥(𝑠,𝜏)

) =
𝑊
↔𝑥,𝑥 (𝑠, 𝜏) (1 − 𝑅𝑥,𝑍

2 (𝑠, 𝜏)) (S6) 

Inserting Eqs S4, S5, and S6 into Eq. (S3), we have 

𝛾𝑦,𝑥∙Z(𝑠, 𝜏) =
𝑊
↔𝑦,𝑥(𝑠,𝜏) (1−𝑅𝑦,𝑥,𝑍

2 (𝑠,𝜏))

√
𝑊
↔𝑦,𝑦(𝑠,𝜏) (1−𝑅𝑦,𝑍

2 (𝑠,𝜏)) 
𝑊
↔𝑥,𝑥(𝑠,𝜏) (1−𝑅𝑥,𝑍

2 (𝑠,𝜏))

= 𝑊
↔𝑦,𝑥(𝑠,𝜏) (1−𝑅𝑦,𝑥,𝑍

2 (𝑠,𝜏))

√𝑊
↔𝑦,𝑦(𝑠,𝜏)

𝑊
↔𝑥,𝑥(𝑠,𝜏)√(1−𝑅𝑦,𝑍

2 (𝑠,𝜏))  (1−𝑅𝑥,𝑍
2 (𝑠,𝜏))

 =  

 (1−𝑅𝑦,𝑥,𝑍
2 (𝑠,𝜏)) 𝛾𝑦,𝑥(𝑠,𝜏)

√(1−𝑅𝑦,𝑍
2 (𝑠,𝜏))  (1−𝑅𝑥,𝑍

2 (𝑠,𝜏))

                                  (S7)                                                      

                                                                                                                                                                 

Obviously, Eq. (S7) and Eq. (1) are identical.”  

The differences between the new method and the existing method in case of one excluding variable 

have been explained in the Response #2 to the Referee #1 above. By comparing Eq. (14) (new 



method) and (15) (classical method) , we can conclude that theoretically the classical method 

underestimates PWC relative to the new one.  

 

Monte Carlo method was explained in more details by adding why we chose AR1 model and how 

many repeats are needed as we explained in the Response #1 to the Referee #1 above. 

 

Comment #6: 
4. Data and analysis: I would recommend removing the ‘soil water content’ example (section 

4.2.2) because as I can see it does not show anything that has not yet been shown by the ‘free 

evaporation example’ in terms of the validity of the model. I would rather invest the space in 

extending the introduction as outlined in more details above. In the figure captions, I would add a 

reference to the dataset used to generate it. In addition, I am not sure what you would like to show 

with the cases where the variable of interest is excluded. I would therefore exclude the results 

referring to this exercise (e.g. Figure 1 last row and see l. 236-237). I also think that the figures 

would profit a lot from using labels for subfigures, which would facilitate orientation. To me, the 

difference between the Mihanovic et al. (2009) model and the proposed model are not evident by 

looking at the Figures presented (a difference of 0.03 does not seem to be a lot, l.293). Therefore, I 

think the actual advantages of using this new method should better be worked out and explained 

before a statement such as ‘the new method outperforms the Mihanovic et al. method’ (l. 293-294) 

is made. Please also explain why the inclusion of ‘phase information’ is an advantage of the new 

method (l. 312-313).  

 

Response  #6: 

Thanks for this advice. We have removed the soil water content example.  

 

Reference to the dataset used to generate the figures was added in the figure caption as “All 

variables were generated by following Yan and Gao (2007) and Hu and Si (2016) and explained in 

Section 3.1 and are shown in Fig. S2 of Sect. S3 in the Supplement.” 

 

The purpose of showing the cases of variable of interest being excluded is to basically show that 

the PWC values should be theoretically zero in that case. As we have the similar results in the case 

of two excluding variables (Figure 3 in the original submission and Figure 2 in the current version), 

we have removed this from Figure 1. 

 

We have added a label for each subfigure in the revision. 

 

 As we explained above, theoretical differences exist between these two methods in case of one 

excluding variable. This has been discussed at Lines 185-204. 

  

In the new discussion section, we have highlighted the advantages and weakness of the new 

method at Lines 399-486 (Please see the details in the Response #7 below). 

 

Comment #7: 

 

5. A proper discussion section is missing: I would add an in-depth discussion of the weaknesses 

and benefits of the approach and put the new method into perspective by comparing it to existing 

methods.  

 



Response  #7: 

Advantages and weaknesses of the method were added in the discussion section as: 

 

“ 5. Discussion on the advantages and weaknesses of the new method 

5.1 Advantages 

  We extend the partial coherence method from the frequency (scale) domain (Koopmans, 1995) to 

the time-frequency (location-scale) domain. The new method is an extension of previous work on 

PWC and MWC (Mihanović et al., 2009; Hu and Si, 2016). The method test and application have 

verified that it has the advantage of dealing with more than one excluding variable and providing 

the phase information associated with the PWC. In the case of one excluding variable, Mihanović 

et al. (2009) has suggested to calculate PWC by using an equation analogous to the traditional 

partial correlation squared (Eq. 14), which can be derived from our Eq. (9). However, their 

equation was, unfortunately, widely used by replacing the complex coherence in Eq. (14) with real 

coherence as expressed in Eq. (15).  

  The differences between the new method (Eq.14) and the classical method (Eq. 15) are compared 

using both the artificial and real datasets. Except for the phase information, the two methods 

generally produce comparable coherence for the artificial dataset for the case of one excluding 

variable (Fig. S5 of Sect. S3 in the Supplement). However, the new PWC method produces 

consistently and slightly higher coherence than the classical method. For example, their mean 

PWCs between y and y2 at the scale of 8 after excluding the effect of y4 are 1.00 and 0.97, 

respectively. This indicates that the new method produces coherence between y and y2 at the scale 

(8) of y2 closer to 1 as we expect. While the classical method produces similar PWC between E and 

other meteorological factors in most cases especially for the coherence between E and T after 

excluding the effects of others (Fig. S6 of Sect. S3 in the Supplement), large differences between 

these two methods can also be observed. For example, while the new method recognizes the strong 

coherence between E and RH after excluding the effect of T at scales of around 1 year (Fig. 3d), 

this coherence was negligible by the classical method (Fig. 5a). Mean PWC values by the new 

method were consistently higher than the classical method, and the differences ranged from 0.4 to 

0.6 around the scale of 1 year (Fig. 5b). Considering the real coherence (Eq.15) rather than 

complex coherence (Eq.14) between every two variables in the numerators can potentially result in 

large underestimation of the partial wavelet coherence. Therefore, the ability of the new method to 

produce more accurate results than the classical method is one of its advantages. 



 

 Figure 5.   

Partial wavelet coherency (PWC) between evaporation (E) and relative humidity (RH) after 

excluding the effect of mean temperature (T) using the classical method (Eq. 15) (a) and 

differences in PWC between the new method (Eq.14) and classical method as a function of scale 

(b). 

  Compared with the Mihanović et al. (2009) method, the additional phase information from the 

new PWC is another advantage of this new method. This is because phase information is directly 

related to the type of correlation, i.e., in-phase and out-of-phase indicating positive and negative 

correlation, respectively. Different types of correlations were usually found at different locations 

and scales (Hu et al., 2017). The phase information helps understand the differences in associated 

mechanisms or processes at different locations and scales. In addition, the phase information will 

allow us to detect the changes in not only the degree of correlation (i.e., coherence) but also the 

type of correlation after excluding the effect of other variables. For example, E and RH were 

positively correlated at the 1-year cycle (8–16 months) from year 1979 to 1995. This is because 

higher evaporation usually occurs in summer when high T coincides with high RH as influenced by 

the monsoon climate in the study area (Fig. S4 of Sect. S3 in the Supplement). Interestingly, after 

excluding the effect of T, E was negatively correlated with RH at the scale of 1-year as we expect 

(Fig. 3d). 

  Moreover, our new PWC method applies to cases with more than one excluding variable, which is 

a knowledge gap. When multiple variables are correlated with both the predictor and response 

variables, the correlations between predictor and response variables may be misleading if the 

effects of all these multiple variable were not removed. For example, at the dominant scale (i.e., 1-

year) of E variation, the effects of RH on E existed after excluding the effects of T or SH. 

However, their contrasting correlations (Fig. 3d-e) resulted in negligible effects of RH on E at this 

scale after the effects of all other variables were excluded (Fig. 4b). In this case, the dominant role 

of mean temperature in driving free water evaporation was proved at the 1-year cycle (Fig. 4a). 

This also further verifies the suitability of the Hargreaves model (only air temperature and incident 

solar radiation required) (Hargreaves, 1989) for estimating potential evapotranspiration on the 

Chinese Loess Plateau (Li, 2012).  



5.2 Weaknesses 

  Similar to the Mihanović et al. (2009) method, the new method has the risk to produce spurious 

high correlations after excluding the effect from other variables. Take the artificial dataset for 

example, at a scale of 32, PWC values between y and y2 after excluding y4 are not significant, but 

relatively high, partly because of small octaves per scale (octave refers to the scaled distance 

between two scales with one scale being twice or half of the other, default of 1/12). This spurious 

unexpected high PWC is caused by low values in both the numerator (partly associated with the 

low coherence between response y and predictor variables y2 at scale of 32) and denominator 

(partly associated with the high coherence between response y and excluding variable y4 at a scale 

of 32) in Eq. (9). The same problem also exists in the classical method (Fig. S5 of Sect. S3 in the 

Supplement). So, caution should be taken to interpret those results. However, it seems that the 

domain with spurious correlation calculated by the new method is very limited and it is located 

mainly outside of the cones of influence. Moreover, the unexpected results can be easily ruled out 

with knowledge of BWC between response and predictor variables. It is expected that the 

correlation between two variables should not increase after excluding one or more variables. 

Therefore, BWC analysis is suggested for better interpretation of the PWC results.  

  Similar to BWC and MWC, the confidence level of PWC calculated from the Monte Carlo 

simulation is based on a single hypothesis testing. But in reality, the confidence level of PWC 

values at all locations and scales needs to be tested simultaneously. Therefore, the significance test 

has the multiple-testing problem (Schaefli et al., 2007; Schulte et al., 2015). The new method may 

benefit from a better statistical significance testing method. Options for multiple-testing can be the 

Bonferroni adjusted p test (Westfall and Young, 1993) or false discovery rate (Abramovich and 

Benjamini, 1996; Shen et al., 2002) which is less stringent than the former. ” 

 

 

Comment #8: 

 

6. Conclusions: Given the evidence provided in the results section, statements such as ‘the new 

method produces slightly more accurate coherence’ do not seem to be justified. As mentioned 

earlier the benefits of including phase information and excluding several variables need to be 

better explained. Some of the material presented in this section could be moved to the new 

discussion section.  

 

Response  #8: 

As we replied above, we think ‘the new method produces more accurate coherence’ is justified by 

considering both the theoretical differences and the example of real data (Figure 5) explained 

above. The benefits of including phase information and excluding several variables were discussed 

in the new discussion section as we explained in the Response #7.  

Yes, a large part from the conclusions part was moved to the Discussion section as shown in 

Response #7. 

 

Comment #9: 

 

7. Code availability: I would provide the Matlab code via a data/file repository such as 

HydroShare or Zenodo instead of the supplement (l.27). This would be very helpful for the 

community and potential users.  



 

Response  #9: 

We have provided the Matlab code to the figshare (https://figshare.com/s/bc97956f43fe5734c784). 

Meanwhile, we have also put the updated codes for multiple wavelet coherence (MWC) which is 

necessary for calculating PWC in the same repository. We have improved the calculation time for 

MWC.   

 

Minor points  

 

Comment #10: 

 L. 31: please explain what you mean by ‘time and space localization’.  

Response  #10: 

We have added an example to show the localization “For example, time series of air temperature 

usually fluctuates periodically at different scales (e.g., daily and yearly), but abrupt changes in air 

temperature (e.g., extremely high or low) may occur at certain time points as a result of extreme 

weather and climate events (e.g., heat and rain).” (Lines 35-38). 

 

Comment #11: 

 

 

L.34: ‘among these methods’  

Transition from l. 42 to l. 43: very sharp transition from bivariate relationships to prediction. I 

would try to establish a clear link between the two things.  

Response  #11: 

We have changed “Among which” to “Among these wavelet methods”. (Line 45). 

 

We’re sorry that we are not sure we understood this comment. But we end up with the wide 

application of multiple wavelet coherence (MWC) method in the previous graph, and the next 

paragraph we start with what the MWC application has told us. Namely more predictor variables 

does not necessarily explain more variations in the response variable because predictor variables 

are usually cross-correlated. Because of the same reason, bivariate relationships can be misleading. 

Then we call the need to develop partial wavelet coherence (PWC). Now in the revision, we have 

put them in the same paragraph. 

  

Comment #12: 

 

L. 48: what do you mean by ‘this issue’?  

Response  #12: 

We mean “the misleading relationships resulting from the interdependence between other variables 

and both predictor and response variables”. (Lines 68-70). 

 

Comment #13: 

L. 50: what kind of scales? Temporal or spatial?  

Response  #13: 

We mean either temporal or spatial scales depending on if the dataset are time series or spatial 

series. For avoiding repeatedly saying this, we has clarified this at the first time by adding “For 

convenience, we will mainly refer to location and scale irrespective of spatial or time series unless 

otherwise mentioned”. (Lines 43-45). 

 

Comment #14: 

L. 53-54: would combine greenhouse gas emissions and climate in one category.  



Response  #14: 

Actually we mean different things. We mean precipitation by climate, so we changed climate to 

meteorology for avoiding confusing.  

 

Comment #15: 

L. 61: information ‘which will allow to….’  

Response  #15: 

We changed the whole sentence to “this paper aims to develop a PWC method that considers more 

than one excluding variable and presents phase information. This method reveals the magnitude 

and type of bivariate relationships after removing the effects from all potentially interdependent 

variables.” at Lines 89-92. 

 

Comment #16: 

L. 61: what do you mean by ‘analogy’ in this context. I think that rephrasing may be required.  

Response  #16: 

We have changed “in analogy with” simply to “from”. 

 

Comment #17: 

L. 62: Be specific with what you mean by ‘it’: ‘the proposed method’.  

Response  #17: 

We have changed it to “The proposed method”. 

 

Comment #18: 

L. 76: Please explain to the reader what you mean by ‘scale’ and ‘location’.  

Response  #18: 

Scale and location for spatial series correspond to frequency (periodicity) and time, respectively. 

As mentioned above, we have added “For convenience, we will mainly refer to location and scale 

irrespective of spatial or time series unless otherwise mentioned”. (Lines 43-45). 

 

 

Comment #19: 

L. 99: same for ‘phase angle’.  

Response  #19: 

We have added its explanation in the bracket as “(i.e., angle between two complex numbers)” at 

Line 153. 

 

Comment #20: 

L. 184-185: can in my opinion be removed.  

Response  #20: 

We have removed this sentence. 

 

Comment #21: 

L. 191: what does data refer to? Soil water content?  

Response  #21: 

It refers to soil water datasets. Now removed as you suggested.  

 

Comment #22: 

L. 214: ‘significance band’.  

Response  #22: 

We have changed it to significance band. 

 



Comment #23: 

L. 215-216: is this statement underlined by any analysis performed?  

Response  #23: 

Yes. The number is obtained from calculation. 

 

Comment #24: 

L. 247: what is the purpose of replacing half of the time series by 0?  

Response  #24: 

As we highlighted in Section 3.1, “second half of the original series of y2 (or z2) are replaced by 0 

to simulate abrupt changes (i.e., transient and localized feature) of the spatial series”. (Lines 227-

228). 

 

Comment #25: 

L. 261-263: Which feature in the plots actually indicates these ‘abrupt changes’?  

Response  #25: 

The abrupt changes were captured by the abrupt transition from coherence of 0 to coherence of 1 as 

shown in figure 1i and 1m of current version (top 2 at the left hand side of figure 2 in the original 

submission).  

 

Comment #26: 

L. 266: I can only see one wavelet band of high significance in Figure 3. Where is the second one 

you mention here?  

Response  #26: 

We did not show the results here, but it was shown in Fig. 2 of our previous paper (Hu and Si, 

2016). For this reason, the citation of “(Hu and Si, 2016)” was added here. 

Comment #27: 

L. 298: introduce term ‘octave’.  

Response  #27: 

We have added the explanation “octave refers to the scaled distance between two scales with one 

scale being twice or half of the other.” (Lines 466-467). 

 

Comment #28: 

L. 363-366: would move this sentence to discussion section.  

Response  #28: 

Yes, we have moved this sentence to the discussion section. 

Thanks again for your constructive comment.  

 

Response to Anonymous Referee #3 

 

 

Anonymous Referee #3 

 

Comment #1: 

 

In this paper, the authors presented an improved variant of PWC for identifying the relationship 

between variables. This should be reflected in the title (like Improved PWC etc to be included in 

the title) to convey novel contribution. Also at present it is misleading like the authors proposes 

PWC concept. 

 

Response #1: 



Many thanks for your comments. We have changed the title to “Technical Note: Improved partial 

wavelet coherency for understanding scale-specific and localized bivariate relationships in 

geosciences”. 

  

 

Overall the paper is well written. I recommend for minor revision. 

 

Comment #2: 

 

Line 18– and producing more accurate results.- pl give quantitative statements 

 

Response #2: 

As the two methods in case of one excluding variables have theoretical differences, the 

outperformance is obvious. However, the degree of outperformance depends, in the case of our 

artificial dataset, the new method produces PWC values more close to 1 than the existing method 

as we expect although the difference is not big (e.g., PWC value of 1.0 versus 0.97 between y and 

y2 at the scale of 8 after excluding the effect of y4). However, the comparison of these two methods 

using real data indicated that the difference between the two methods can be large.  For example, 

the differences in PWC between evaporation (E) and relative humidity (RH) after excluding the 

effect of mean temperature (T) can be 0.4-0.6 at the scales of about 1 year. For this reason, rather 

than giving quantitative statements, we have pointed out why the proposed method produces more 

accurate results by changing the sentence to “Compared with the previous PWC calculation, the 

new method produces more accurate results where there is one excluding variable. This is because 

bivariate real coherence rather than the bivariate complex coherence was mistakenly used in the 

previous PWC calculation, which underestimates the PWC.”. (Lines 22-25). 

 

Comment #3: 

Line 31- provide the developments in chronological order – should be checked at all places  

What is the real advantage in bringing the phase information in practical cases? this should be 

mentioned in the introduction section  

 

Response #3: 

All citations were changed in a chronological order. 

The importance of phase information have been explained by adding “without phase information, it 

is hard to tell if the correlation at a location and scale is positive or negative.” (Lines 87-88) 

 

Comment #4: 

 

 Line 109 .. sufficient number of times using : : :pl make it clear  

Response #4: 

 

Discussion on the sufficient number of times was added as we explained in the Response #1 to the 

Referee #1 above. 

 

Comment #5: 

Line 214- significance band  

Response #5: 

 

We have changed it to significance band. 

 

Comment #6: 

 Conclusion: Avoid the statements like – ‘this new method produces slightly more accurate 

coherence’  



Response #6: 

 

We have changed it to “Compared with the previous PWC method, the new PWC method has the 

advantage of dealing with more than one excluding variable and providing the phase information 

(i.e., correlation type) associated with the PWC. In the case of one excluding variable, this new 

method produces more accurate coherence than the previous PWC method because the former 

considers complex coherence between every two variables, while the latter only considers the real 

coherence ”(Lines 492-497). 

 

Comment #7: 

 

Line 450-455 should be explained better ; how can you overcome such problems ? I think better to 

provide a discussion section before conclusion where such 

references and unfamiliar terms can be explained in a better way. Then conclusion 

section should be presented as more specific 

Response #7: 

New discussion section was be added by moving this part to the discussion section. In terms of 

spurious correlations and multiple-testing problem, we have put it to a new section 5.2 weaknesses. 

Meanwhile, the advantages was mentioned in section 5.1. Please see the detailed revision at Lines 

399-486 which has also shown above. 

Thanks again for your constructive comment.  
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Abstract 9 

  Bivariate wavelet coherency is widely used to untangle the scale-specific and localized 10 

bivariate relationships in geosciences.a measure of correlation between two spatial (or time) 11 

series in the location-scale (or time-frequency) domain. It is particularly suited to 12 

geoscience where relationships between multiple variables commonly differ with locations 13 

or/and scales because of various processes involved.  However, it is well-known that 14 

bivariate relationships can be misleading when both variables are dependentcorrelated to 15 

on other variables. Partial wavelet coherency (PWC) has been proposed to detect the scale-16 

specific and localized bivariate relationships by excluding the effects of other variables, but 17 

is limited to one excluding variable and presents no phase information. We aim to develop 18 

a new PWC method that can deal with multiple excluding variables and presents phase 19 
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information for the PWC. Both stationary and non-stationary artificial datasets with the 20 

response variable being the sum of five cosine waves at 256 locations are used to test the 21 

methodTests. The new method was also applied to a free water evaporation dataset. Our 22 

results with both stationary and non-stationary artificial datasets verified the advantages of 23 

the new method in capturing phase information and dealing with multiple excluding 24 

variables.  Cknown scale- and localized bivariate relationships after eliminating the effects 25 

of other variables. Compared with the previous PWC methodcalculation, , tthe he new 26 

method has the advantages of capturing phase information, dealing with multiple excluding 27 

variables, and producing produces more accurate results where there is one excluding 28 

variable. This is because bivariate real coherence rather than the bivariate complex 29 

coherence was mistakenly used in the previous PWC calculation, which underestimates the 30 

PWC. The new method was also applied to two field measured datasets. Results showed 31 

that the coherency between response and predictor variables was usually less affected by 32 

excluding variables when predictor variables had higher correlation with the response 33 

variable. Application of the new method also confirmed the best predictor variables for 34 

explaining temporal variations in free water evaporation at Changwu site in China and 35 

spatial variations in soil water content in a hummocky landscape in Saskatchewan Canada. 36 

We suggest the PWC method to be used in combination with previous wavelet methods to 37 

untangle the scale-specific and localized multivariate relationships in geosciences. The 38 

PWC calculations were coded with Matlab and are freely accessiblevailable in the 39 

supplement (https://figshare.com/s/bc97956f43fe5734c784). 40 

 41 



3 
 

1. Introduction 42 

  Geoscience data, such as spatial distribution of soil moisture in undulating terrains and 43 

temporal time series of climatic variables, usually consist of a variety of transient processes 44 

with different scales or frequencies frequencies(scales) that may be localized in time space 45 

or time space(Torrence and Compo, 1998; Si, 2008; Graf et al., 2014). For example, time 46 

series of air temperature usually fluctuates periodically at different scales (e.g., daily and 47 

yearly), but abrupt changes in air temperature (e.g., extremely high or low) may occur at 48 

certain time points as a result of extreme weather and climate events (e.g., heat and rain).  49 

(Torrence and Compo, 1998; Si, 2008; Graf et al., 2014). Wavelet methods are widely used 50 

to detect scale-specific and localized features of geoscience data irrespective of whether 51 

they are stationary or non-stationary.  52 

  Wavelet analyses are based on wavelet transform using mother wavelet function which 53 

expands spatial (or time) series into location-scale (or time-frequency) space for 54 

identification of localized intermittent scales (or frequencies). For convenience, we will 55 

mainly refer to location and scale irrespective of spatial or time series unless otherwise 56 

mentioned. Among whichthese wavelet methods, bivariate wavelet coherency (BWC) is 57 

widely accepted as a tool for detecting scale-specific and localized bivariate relationships 58 

in a range of areas in geoscience (Lakshmi et al., 2004; Si and Zeleke, 2005; Das and 59 

Mohanty, 2008; Polansky et al., 2010; Biswas and Si, 2011). The BWC partitions 60 

correlation between two variables into different locations and scales, which are different 61 

from the overall relationships at the sampling scale as shown by the traditional correlation 62 
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coefficient. For example, BWC analysis indicated that soil water content of a hummocky 63 

landscape in the Canadian Prairies was negatively correlated to soil organic carbon content 64 

at a slope scale (50 m), but they were positively correlated at a watershed scale (120 m) in 65 

summer because of the different processes involved at different scales (Hu et al., 2017). 66 

Because the positive correlation may cancel out with the negative at different scales and/or 67 

locations, the traditional correlation coefficient between soil water content and soil organic 68 

carbon content does not differ significantly from zero, which is misleading.  69 

  Recently, Hu and Si (2016) have extended the BWC to multiple wavelet coherence 70 

(MWC) that can be used to untangle multivariate (≥3 variables) relationships in multiple 71 

location-scale-location domains. This method has been successfully used in hydrology (Hu 72 

et al., 2017; Nalley et al., 2019; Su et al., 2019; Gu et al., 2020; Mares et al., 2020) and 73 

other areas such as soil science (Centeno et al., 2020), environmental science (Zhao et al., 74 

2018), climate meteorology (Song et al., 2020), and economics (Sen et al., 2019). 75 

  The MWC application has shown that an increased number of predictor variables does 76 

not necessarily explain more variations in the response variable, partly because predictor 77 

variables are usually cross-correlated (Hu and Si, 2016). For the same reason, bivariate 78 

relationships can be misleading if the predictor variable is correlated with other variables 79 

that control the response variable. Partial correlation analysis is one such method to deal 80 

withavoid this issue e misleading relationships resulting from the interdependence between 81 

other variables and both predictor and response variables (Kenney and Keeping, 1939), but 82 

the extension of partial correlation to the multiple location-scale-location domain is limited. 83 
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In order to better understand the bivariate relationships at multiple scales and locations, the 84 

BWC needs to be extended to partial wavelet coherency (PWC) by eliminating the effects 85 

of other variables. 86 

  The BWC was extended to PWC by Mihanović et al. (2009). Their method has been 87 

widely employed used in the areas of marine science (Ng and Chan, 2012a, b), meteorology 88 

climate (Tan et al., 2016; Rathinasamy et al., 2017), and economics (Aloui et al., 2018; 89 

Altarturi et al., 2018a; Wu et al., 2020), as well as in the study of greenhouse gas emissions 90 

(Jia et al., 2018; Li et al., 2018; Mutascu and Sokic, 2020), and economics (Aloui et al., 91 

2018; Altarturi et al., 2018a; Wu et al., 2020), among others. For example, PWC analysis 92 

indicated that Southern Oscillation Index and Pacific Decadal Oscillation did not affect 93 

precipitation across India(Ng and Chan, 2012a), while this was misinterpreted by the BWC 94 

analysis because of their interdependence on Niño 3.4 that affects precipitation 95 

(Rathinasamy et al., 2017). However, Mihanović et al. (2009) considered one excluding 96 

variable (i.e., variable that influences the response variable is excluded)  only and did not 97 

include the phase angle difference between response and predictor variables. The coherence 98 

between response and predictor variables can still be misleading if more than one variable 99 

is interdependent with the predictor variable. This is especially true if these variables are 100 

correlated with the predictor variable at different locations and/or scales. In addition, 101 

without phase information, it is hard to tell if the correlation at a location and scale is 102 

positive or negative.  103 

  As an extension of previous studies (Mihanović et al., 2009; Hu and Si, 2016), this paper 104 

Field Code Changed

Field Code Changed
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aims to develop a PWC method that considers more than one excluding variable and 105 

presents phase information. This method reveals the magnitude and type of bivariate 106 

relationships after removing the effects from all potentially interdependent variables.. The 107 

new method is an extension developed in analogy withfrom the partial coherency in the 108 

multiple multi-variate spectral partial coherency in casethe frequency (scale) domain  109 

(Koopmans, 1995). It The proposed method is first tested with artificial datasets following 110 

Yan and Gao (2007) and Hu and Si (2016) to demonstrate its capability of capturing the 111 

known relationships of the artificial data. Next, the new method is compared with the 112 

Mihanović et al. (2009) method. Then it is applied to two a real (i.e., field measured) dataset, 113 

i.e.,s in geosciences including temporal time series of free water evaporation at the 114 

Changwu site in China (Hu and Si, 2016) and spatial series of soil water content from a 115 

transect in the hummocky landscape in Saskatchewan, Canada (Biswas and Si, 2011a; Hu 116 

et al., 2017). These two datasets are chosen because the MWC results previously presented 117 

(Hu and Si, 2016) can be used to assess the new method.Finally, the advantages and 118 

weaknesses of the new method are discussed by comparing it with the previous PWC 119 

method. 120 

2. Theory 121 

    Wavelet analysis is based on the calculations of wavelet coefficients using wavelet 122 

transform at different locations and scales for each variable involved. Two types of wavelet 123 

transform exist including continuous wavelet transform and discrete wavelet transform. 124 

While the discrete wavelet transform is mainly used for data compression and noise 125 
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reduction, the continuous wavelet transform is widely used for extracting scale-specific and 126 

localized features, as is the case of this study (Grinsted et al., 2004). For the continuous 127 

wavelet transform, the Morlet wavelet is used as a mother wavelet function to transform a 128 

spatial (or time) series into location-scale (or time-frequency) domain, which allows us to 129 

identify both location-specific amplitude and phase information of wavelet coefficients at 130 

different scales (Torrence and Compo, 1998). From wavelet coefficients, auto- and cross-131 

wavelet power spectra for two variables can be calculated as the product of wavelet 132 

coefficient and the complex conjugate of itself (auto-wavelet power spectra) or another 133 

variable (cross-wavelet power spectra). The BWC is calculated as the ratio of smoothed 134 

cross-wavelet power spectra of two variables to the product of their auto-wavelet power 135 

spectra (Grinsted et al., 2004). Hu and Si (2016) extended wavelet coherence from two to 136 

multiple (≥3) variables and developed MWC. Detailed information on the calculations of 137 

wavelet coefficients, auto- and cross-wavelet power spectra, BWC, and MWC based on the 138 

continuous wavelet transform can be found elsewhere (Torrence and Compo, 1998; 139 

Grinsted et al., 2004; Si and Farrell, 2004; Si, 2008; Hu and Si, 2016; Hu et al., 2017). Here, 140 

we will only introduce the theory and calculation that is very relevant to the PWC.   141 

  Similar to BWC and MWC, PWC is calculated from auto- and cross-wavelet power 142 

spectra, for the response variable 𝑦, predictor variable 𝑥, and excluding variables 𝑍 (𝑍 =143 

{𝑍1, 𝑍2, ⋯ , 𝑍𝑞} ). Koopmans (1995) developed the multivariate complex PWC in the 144 

frequency (scale) domainIn analogy with the partial coherency in the multivariate spectral 145 

case (Koopmans, 1995),. Here, we extend the Koopmans (1995) method from the frequency 146 

(scale) domain to the time-frequency (location-scale) domain. Therefore, the complex PWC 147 
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between 𝑦  and 𝑥  after excluding variables 𝑍  at scale 𝑠  and location 𝜏 , 148 

𝛾𝑦,𝑥∙Z(𝑠, 𝜏)𝛾𝑦,𝑥∙𝑍, can be written as:                  149 

𝛾𝑦,𝑥∙Z(𝑠, 𝜏)𝛾𝑦,𝑥∙𝑍(𝑠, 𝜏)150 

=
(1 − 𝑅𝑦,,𝑥∙,𝑍

2 (𝑠, 𝜏)) 𝛾𝑦,𝑥(𝑠, 𝜏) 𝛾𝑦,𝑥(𝑠, 𝜏)

((1 − 𝑅𝑦,𝑍
2 (𝑠, 𝜏)) (1 − 𝑅𝑥,𝑍

2 (𝑠, 𝜏)))
1/2

√(1 − 𝑅𝑦,𝑍
2 (𝑠, 𝜏)) (1 − 𝑅𝑥,𝑍

2 (𝑠, 𝜏))

            (1)               151 

where 𝑅𝑦,𝑥∙,𝑍
2 (𝑠, 𝜏), 𝑅𝑦,𝑍

2 (𝑠, 𝜏), and 𝑅𝑥,𝑍
2 (𝑠, 𝜏) can be calculated by following Hu and Si 152 

(2016) as 153 

𝑅𝑦,𝑥∙,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑦,𝑍 (𝑠, 𝜏)
𝑊
↔𝑍,𝑍 (𝑠, 𝜏)−1

𝑊
↔𝑥,𝑍 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑦,𝑥 (𝑠, 𝜏)

                 (2) 154 

𝑅𝑦,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑦,𝑍 (𝑠, 𝜏)
𝑊
↔𝑍,𝑍 (𝑠, 𝜏)−1

𝑊
↔𝑦,𝑍 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑦,𝑦 (𝑠, 𝜏)

                    (3) 155 

𝑅𝑥,𝑍
2 (𝑠, 𝜏) = 𝑊

↔𝑥,𝑍 (𝑠, 𝜏)
𝑊
↔𝑍,𝑍 (𝑠, 𝜏)−1

𝑊
↔𝑥,𝑍 (𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑥,𝑥 (𝑠, 𝜏)

                   (4) 156 

Eq. (1) can be also derived analogously from the complex partial spectrum for the frequency 157 

domain and the definition of complex coherence between two variables in the time-158 

frequency domain (see the Supplement (Sect. S1) for the derivation process).  Note that 159 

𝑅𝑦,𝑥∙𝑍
2 (𝑠, 𝜏) is a matrix with complex values while 𝑅𝑦,𝑍

2 (𝑠, 𝜏) and 𝑅𝑥,𝑍
2 (𝑠, 𝜏) are matrices 160 

with real numbers. 161 

 𝛾𝑦,𝑥(𝑠, 𝜏)𝛾𝑦,𝑥(𝑠, 𝜏) is the complex wavelet coherence between 𝑦  and 𝑥, which can be 162 

written as 163 
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𝛾𝑦,𝑥(𝑠, 𝜏)  𝛾𝑦,𝑥(𝑠, 𝜏) = 𝑊
↔𝑦,𝑥(𝑠,𝜏)

(
𝑊
↔𝑦,𝑦(𝑠,𝜏)

𝑊
↔𝑥,𝑥(𝑠,𝜏))

1/2                     (5) 164 

where 
(∙)
↔  is the smoothing operator, (∙)̅̅ ̅  is the complex conjugate operator,  (∙)−1 165 

indicates the inverse of the matrix, and 166 

𝑊
↔𝑦,𝑍 (𝑠, 𝜏) = [

𝑊
↔𝑦,𝑍1 (𝑠, 𝜏)

𝑊
↔𝑦,𝑍2 (𝑠, 𝜏) ⋯

𝑊
↔𝑦,𝑍𝑞 (𝑠, 𝜏)]         (6) 167 

𝑊
↔𝑥,𝑍 (𝑠, 𝜏) = [

𝑊
↔𝑥,𝑍1 (𝑠, 𝜏)

𝑊
↔𝑥,𝑍2 (𝑠, 𝜏) ⋯

𝑊
↔𝑥,𝑍𝑞 (𝑠, 𝜏)]          (7) 168 

𝑊
↔𝑍,𝑍 (𝑠, 𝜏) = [

𝑊
↔𝑍1 ,𝑍1 (𝑠, 𝜏) ⋯ 

𝑊
↔𝑍1 ,𝑍𝑞 (𝑠, 𝜏)

⋮ ⋱ ⋮

𝑊
↔𝑍𝑞,𝑍1 (𝑠, 𝜏) ⋯

𝑊
↔𝑍𝑞,𝑍𝑞 (𝑠, 𝜏)

]             (8) 169 

where  
𝑊
↔𝐴,𝐵 (𝑠, 𝜏)  is the smoothed auto-wavelet power spectra (when A=B) or cross-170 

wavelet power spectra (when A≠B) at scale s and location  , respectively. Please refer to 171 

previous publications for detailed calculation of smoothed auto- and cross-wavelet power 172 

spectra (Grinsted et al., 2004; Hu and Si, 2016). 173 

The squared PWC (hereinafter referred to as PWC) at scale s and location  , 𝜌𝑦,𝑥∙𝑍
2 , 174 

can be written as 175 

𝜌𝑦,𝑥∙𝑍
2 =

|1−𝑅𝑦,𝑥∙,𝑍
2 (𝑠,𝜏)|

2
𝑅𝑦,𝑥

2 (𝑠,𝜏)

(1−𝑅𝑦,𝑍
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍

2 (𝑠,𝜏))
                      (9) 176 

where 𝑅𝑦,𝑥
2 (𝑠, 𝜏) is squared BWC between 𝑦  and 𝑥, which can be expressed as 177 

𝑅𝑦,𝑥
2 (𝑠, 𝜏) = 𝑊

↔𝑦,𝑥(𝑠,𝜏)
𝑊
↔𝑦,𝑥(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑊
↔𝑦,𝑦(𝑠,𝜏)

𝑊
↔𝑥,𝑥(𝑠,𝜏)

                  (10) 178 

The phase angle (i.e., angle between two complex numbers) between 𝑦  and 𝑥 after 179 
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excluding effect of 𝑍 is 180 

𝜗𝑦,𝑥∙𝑍(𝑠, 𝜏)𝜗𝑦,𝑥∙𝑍(𝑠, 𝜏) = 𝜑𝑦,𝑥∙𝑍(𝑠, 𝜏) + 𝜗𝑦,𝑥(𝑠, 𝜏)𝜑𝑦,𝑥∙𝑍(𝑠, 𝜏) + 𝜗𝑦,𝑥(𝑠, 𝜏)             (11) 181 

where 182 

𝜑𝑦,𝑥∙𝑍(𝑠, 𝜏)𝜑𝑦,𝑥∙𝑍(𝑠, 𝜏) = arg (1 − 𝑅𝑦,𝑥∙,𝑍
2 (𝑠, 𝜏))           (12)    183 

and 𝜗𝑦,𝑥(𝑠, 𝜏) 𝜗𝑦,𝑥(𝑠, 𝜏) is the wavelet phase between 𝑦  and 𝑥, which can be expressed 184 

as 185 

𝜗𝑦,𝑥(𝑠, 𝜏)  𝜗𝑦,𝑥(𝑠, 𝜏) = tan−1 (Im(𝑊𝑦,𝑥(𝑠, 𝜏))/Re(𝑊𝑦,𝑥(𝑠, 𝜏)))    (13) 186 

where arg denotes the argument of the complex number, 𝑊𝑦,𝑥(𝑠, 𝜏) is the cross-wavelet 187 

power spectrum between 𝑦  and 𝑥 at scale 𝑠 and location 𝜏; Im and Re denote the 188 

imaginary and real part of 𝑊𝑦,𝑥(𝑠, 𝜏), respectively.  189 

  When only one variable (e.g.,  𝑍1 ) is excluded, Eq.(9) can be written as (see the 190 

Supplement (Sect. S2) for the derivation process) 191 

𝜌𝑦,𝑥∙𝑍1
2 =

|𝛾𝑦,𝑥(𝑠,𝜏)−𝛾𝑦,𝑍1(𝑠,𝜏)𝛾𝑥,𝑍1(𝑠,𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ |
2

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                            (14) 192 

 193 

  The widely used Monte Carlo method (Torrence and Compo, 1998; Grinsted et al., 2004; 194 

Si and Farrell, 2004) is used used to calculate PWC at the 95% confidence level. In brief, 195 

the calculation of PWC calculation is repeated for a sufficient number of times using data 196 
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generated by Monte Carlo simulations  based on the first-order autocorrelation coefficient 197 

(r1).  The first-order autoregressive model (AR(1)) is chosen because it can be used to 198 

simulate most geoscience data very well (Wendroth et al., 1992; Grinsted et al., 2004; Si 199 

and Farrell, 2004). Different combinations of r1 values (i.e., 0.0, 0.5, and 0.9) were used to 200 

generate 10 to 10 000 AR(1) series with three, four and five variables. Our results indicate 201 

that the noise combination has little impact on the PWC values at the 95% confidence level 202 

as also found by Grinsted et al. (2004) for the BWC case (data not shown). The relative 203 

difference of PWC at the 95% confidence level compared with that calculated from the 10 204 

000 AR(1) series decreases with the increase in number of AR(1) series. When the number 205 

of AR(1) is above 300, a very low maximum relative difference (e.g., <2%) is observed 206 

(Fig. S1 of Sect. S3 in the Supplement). Therefore, a repeating number of 300 seems to be 207 

sufficient for a significance test. However, if calculation time is not a barrier, a higher 208 

repeating number, such as ≥1000, Grinsted et al. (2004)is recommended. The 95th percentile 209 

of PWCs of all simulations at each scale represents the PWC at the 95% confidence level. 210 

The average PWC, percent area of significant coherence (PASC) relative to the whole 211 

wavelet location–scale –location domain, and average value of significant PWC (PWCsig) 212 

are also calculated for different location–scale scale-location domains. The Matlab codes 213 

for calculating PWC and significance level are provided in the Supplement (Sect. S1–S3).  214 

  The new method is compared with the method of Mihanović et al. (2009) in In the case 215 

of one excluding variable (𝑍 = {𝑍1}). ), Mihanović et al. (2009) suggested that the PWC 216 

can be calculated by an equation analogous to the traditional partial correlation squared 217 

(Kenney and Keeping, 1939) without giving the detailed derivation process. Their equation 218 
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is the same as Eq. (14). Unfortunately, Ng and Chan (2012a) might have misinterpreted the 219 

equation of Mihanović et al. (2009) and developed Matlab code for calculating PWC using 220 

the equation expressed as The Mihanović et al. (2009) method was developed directly from 221 

the traditional partial correlation analysis (Kenney and Keeping, 1939), and therefore has a 222 

similar equation for calculating PWC, which can be expressed as 223 

𝜌𝑦,𝑥∙𝑍1
2 =

|𝑅𝑦,𝑥𝑅𝑦,𝑥(𝑠,𝜏)−𝑅𝑦,𝑍1(𝑠,𝜏)𝑅𝑦,𝑍1(𝑠,𝜏) 𝑅𝑥,𝑍1(𝑠,𝜏)𝑅𝑥,𝑍1(𝑠,𝜏)|
2

(1−𝑅𝑦,𝑍1
2 (𝑠,𝜏))(1−𝑅𝑥,𝑍1

2 (𝑠,𝜏))
                                 224 

(1415) 225 

where 𝑅𝑦,𝑥(𝑠, 𝜏) , 𝑅𝑦,𝑍1(𝑠, 𝜏) , and 𝑅𝑥,𝑍1(𝑠, 𝜏) are the square root of 𝑅𝑦,𝑥
2 (𝑠, 𝜏) , 226 

𝑅𝑦,𝑍1
2 (𝑠, 𝜏), 𝑅𝑥,𝑍1

2 (𝑠, 𝜏), respectively. 𝑅𝑦,𝑍1
2 (𝑠, 𝜏) and 𝑅𝑥,𝑍1

2 (𝑠, 𝜏) can be calculated from 227 

Eq. (10) by replacing 𝑦  and 𝑥 with their corresponding variables. Eq. (15) has been 228 

widely used to calculate PWC in the case of one excluding variable (Ng and Chan, 2012b; 229 

Rathinasamy et al., 2017; Aloui et al., 2018; Altarturi et al., 2018b; Jia et al., 2018; Li et al., 230 

2018; Mutascu and Sokic, 2020; Wu et al., 2020). Note that complex coherence and real 231 

coherence are involved in the numerators of Eqs. (14) and (15), respectively, while the 232 

denominators are exactly the same.   In the case of one excluding variable, the numerators 233 

between Eqs. (9) and (14) differ, but the denominators remain the same.Further comparison 234 

indicates that Eq. (15) underestimates PWC value relative to Eq. (14) unless 𝛾𝑦,𝑥(𝑠, 𝜏) 235 

and   𝛾𝑦,𝑍1(𝑠, 𝜏) 𝛾𝑥,𝑍1(𝑠, 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ in Eq. (14) are collinear (i.e., their arguments are identical) 236 

under which the two equations produce the same PWC values. Differences between Eqs. 237 

(14) and (15) will be discussed further using both artificial data and a real dataset. For 238 

comparison purposes, we refer to Eqs. (14) and (15) as the new method and the classical 239 
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method, respectively.  240 

3. Method test using artificial data Data and analysis 241 

3.1 Artificial data and analysis for method test  242 

  The PWC is first tested using the cosine-like artificial dataset produced following Yan 243 

and Gao (2007). The cosine-like artificial datasets are suitable for testing the new method 244 

because they mimic many spatial or temporal series in geoscience such as climatic variables, 245 

hydrologic fluxes, seismic signals, El Niño-Southern Oscillation, land surface topography, 246 

ocean waves, and soil moisture. The procedures to test the PWC is largely based on Hu and 247 

Si (2016), where the same dataset has been used to test the MWC method. Please ( refer to 248 

Hu and Si (2016) for the a detailed description of the artificial dataset). TIn brief, the 249 

response variable (y and z for the stationary and non-stationary case, respectively) is the 250 

sum of five cosine waves (y1 to y5 and z1 to z5 for the stationary and non-stationary case, 251 

respectively) at 256 locations (Hu and Si, 2016). For y1, y2, y3, y4, and y5, they have 252 

consistent dimensionless scales of 4, 8, 16, 32, and 64, respectively, across the series. For 253 

z1, z2, z3, z4, and z5, the dimensionless scales gradually change with location, with the 254 

maximum dimensionless scales of 4, 8, 16, 32, and 64, respectively. The variance of the 255 

response variable y and z is 2.5. All other variables (y1 to y5 or z1 to z5) are orthogonal to 256 

each other with equal variance of 0.5. The predictor and excluding variables (Fig. S1 of 257 

Sect. S4 in the Supplement) are selected from the five cosine waves (e.g., y1 to y5 or z1 to 258 

z5) or their derivatives. The exact variables and procedures to test the new PWC method are 259 

explained later onbelow.  260 
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  The PWC between response variable y (or z) and predictor variable, i.e., y2 (or z2), is first 261 

calculated after excluding the effect of one variable. Four types of excluding variable are 262 

involved (Fig. S1 S2 of Sect. S4 in the Supplement): (a) original series of y2 (or z2) or y4 (or 263 

z4); (b) second half of the original series of y2 (or z2) are replaced by 0 to simulate abrupt 264 

changes (i.e., transient and localized feature) of the spatial series. They are referred to as 265 

y2h0 (or z2h0); (c) white noises with zero-mean and standard deviations of 0.3 (weak noise), 266 

1 (moderate noise), and 4 (high noise) are added to y2 (or z2) as suggested by Hu and Si 267 

(2016) to simulate non-perfect cyclic patterns of the excluding variables. They are referred 268 

to as y2wn (or z2wn), y2mn (or z2mn), and y2sn (or z2sn), respectively; and (d) a combination 269 

of type b and type c. They are referred to as y2wnh0 (or z2wnh0), y2mnh0 (or z2mnh0), and 270 

y2snh0 (or z2snh0), respectively. The same data are also analyzed using the Mihanović et al. 271 

(2009) method for comparison. 272 

  The PWC between response variable y (or z) and predictor variable, i.e., y2y4 (sum of y2 273 

and y4) for the stationary case or z2z4 (sum of z2 and z4) for the non-stationary case, is 274 

calculated with two excluding variables, which is a combination of y4 (or z4) and y2 (or z2) 275 

or its noised series (y2wn or z2wn, y2mn or z2mn, and y2sn or z2sn). Note that PWC between 276 

y (or z) and other predictor variables (e.g., y4 or z4) after excluding y2 or z2 and their 277 

equivalent derivative variables (i.e., noised variables or variables with 0) are also calculated. 278 

The related results are not shown because they are analogous to those in case of predictor 279 

variable of y2 (or z2). 280 

  The merit of the artificial data is that we know the exact scale-specific and localized 281 
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bivariate relationships after the effect of excluding variables is removed. Theoretically, we 282 

expect (a) PWC is 1 at scales corresponding to scale difference of excluding variables from 283 

predictor variable, and 0 at other scales. For example, PWC between y and y2y4 after 284 

excluding the effect of y4 is expected to be 1 at the scale of 8, which is the difference of y4
 285 

(32) from y2y4 (8 and 32), and 0 at other scales (e.g., 32); (b) PWC remains 1 at the second 286 

half of series where spatial series is replaced by 0, and 0 at the first half of the original 287 

series. For example, PWC between y and y2 after excluding the effect of y2h0 is expected to 288 

be 0 and 1 at the first and second half of series, respectively, at the scale of 8; and (c) PWC 289 

increases as more noises are included in the excluding variables. For example, PWC 290 

between y and y2 after excluding the effect of noised series of y2 is expected to increase with 291 

increasing noises in an order of y2sn>y2mn>y2wn at the scale of 8. 292 

3.21.1 Real data for application   293 

3.2.11.1.1 Free water evaporation 294 

  The free water evaporation dataset has been used to test the MWC (Hu and Si, 2016). In 295 

brief, this dataset includes monthly free water evaporation (E), mean temperature (T), 296 

relative humidity (RH), sun hours (SH), and wind speed (WS) between January 1979 and 297 

December 2013 at Changwu site in Shaanxi province provided by the China Meteorological 298 

Administration. During this period, the average daily temperature was 9.4 °C, the average 299 

annual rainfall was 571 mm and annual ETp was 883 mm. Being located in the transition 300 

between semi-arid and subhumid climates, agricultural production at the Changwu site is 301 

constrained by water availability. The PWC between E and each meteorological variable is 302 

Field Code Changed



16 
 

calculated by excluding the effect of each or all of the other meteorological variables. 303 

Results of wavelet power spectrum of E and BWC between every two variables are shown 304 

in Fig. S2 and Fig. S3 (Sect. S5 in the Supplement), respectively. 305 

3.2.21.1.1 Soil water content 306 

  Soil water datasets were obtained from the hummocky landscape of Canadian Prairies 307 

(Biswas and Si, 2011b; Hu et al., 2017). The sampling site is characterized by a subhumid 308 

continental climate with Dark Brown Chernozem soils. Data were collected from 128 309 

locations with equal intervals (4.5 m) along a 576 m long transect. Soil water contents of 310 

top layer (0–0.2 m) were measured by a portable Tektronix TDR in spring (May 2, 2008) 311 

and summer (August 23, 2008). Other environmental variables measured were clay content, 312 

sand content, soil organic carbon content (SOC), bulk density (BD) of 0–0.2 m, depth to 313 

CaCO3 layer (vertical distance between surface and the layer of first presence of CaCO3), 314 

elevation, slope, aspect (calculated as cos(aspect)), and wetness index. Please refer to 315 

previous studies for detailed information on this dataset (Biswas and Si, 2011a, b; Biswas 316 

et al., 2012). 317 

  The PWC between SWC and each environmental variable is calculated by excluding the 318 

effect of another environmental factor. The BWC between SWC and each environmental 319 

factor (Fig. S4 and S5 of Sect. S5 in the Supplement), BWC between environmental factors 320 

(Fig. S6 of Sect. S5 in the Supplement), and MWC between SWC and environmental factors 321 

have been previously analyzed (Biswas and Si, 2011a; Hu et al., 2017).   322 
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4. Results and discussion 323 

4.13.2 PWC with artificial data 324 

4.1.13.2.1 PWC with one excluding variable using the new method 325 

  Fig. 1a shows PWC between dependent variable y (or z) and predictor variable y2 (or z2) 326 

by excluding one variable. For the stationary case, there is one horizontal band (red color) 327 

representing an in-phase high PWC value at scales around 8 for all locations after 328 

eliminating the effect of y4 (Fig. 1a). Note that the PWC values between y and y2 after 329 

excluding the effect of y4 are not exactly 1 as would be expected at all location-scale-330 

location domains, because of the effect of smoothing along locations scales and scales 331 

locations. However, the PWC values at the center of the significant significance band, 332 

which correspondsing to the exact scale (8) of the predictor variable y2 at exactly the scale 333 

of 8, are very close to 1 (0.996), and the mean PWCsig values are very high (i.e., 0.96). The 334 

result is similar to the BWC between y and y2. This is understandable because y4 is 335 

orthogonal to y2, and excluding the effect of y4 does not affect the relationship between y 336 

and y2 at all.  337 

 338 
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  339 

Figure 1.   340 

Partial wavelet coherency (PWC) between response variable y (or z) and predictor variable 341 

y2 (or z2) after excluding the effect of variables y4 (or z4), y2sn (or z2sn), y2mn (or z2mn), 342 

y2wn (or z2wn), and y2 (or z2)y2h0 (or z2h0), y2wnh0 (or z2wnh0), y2mnh0 (or z2mnh0), and 343 

y2snh0 (or z2snh0) for the stationary (or non-stationary) case using the new method (a) and 344 

Mihanović et al. (2009) method (b). Arrows represent the phase angles of the cross-wavelet 345 

power spectra between two variables after eliminating the effect of excluding variables. 346 

Arrows pointing to the right (left) indicate positive (negative) correlations. Thin and thick 347 

solid lines show the cones of influence and the 95% confidence levels, respectively. All 348 

variables were generated by following Yan and Gao (2007) and Hu and Si (2016) and are 349 

explained in Section 3.1 and are shown in Fig. S1 S2 of Sect. S4 S3 in the Supplement. 350 Formatted: Not Highlight
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  Similar results were obtained by excluding either y4 or the strongly noised series of y2 351 

(y2sn). Compared with the case of excluding variable of y4 (Fig. 1a), excluding the effect of 352 

y2sn (Fig. 1b) results in slightly narrower band of significant PWC and slightly reduced 353 

mean PWCsig (0.94 versus 0.96). When less noise is included in the excluding variables (i.e., 354 

y2mn and y2wn) (Fig. 1c-d), the significant PWC band becomes narrower. The PASC values 355 

are 86%, 77%, and 32% for excluding y2sn, y2mn and y2wn, respectively, at scales of 6–10. 356 

Moreover, the mean PWCsig decreases from 0.94 (y2sn) to 0.93 (y2mn) and 0.89 (y2wn) when 357 

progressively more noise is added (Fig. 1b-da). If we exclude the predictor variable y2 itself, 358 

there are, as we expect, no correlations between y and y2 (Fig. 1a). For the non-stationary 359 

case, similar results are obtained (Fig. 1e-ha). The only difference is that the scales with 360 

significant PWC values change with location, as is found for MWC (Hu and Si, 2016). 361 

  362 

Figure 2.   363 

Partial wavelet coherency (PWC) between response variable y (or z) and predictor variable 364 

y2 (or z2) after excluding effect of variables y2h0 (or z2h0), y2wnh0 (or z2wnh0), y2mnh0 (or 365 

z2mnh0), and y2snh0 (or z2snh0), for the stationary (or non-stationary) case using the new 366 

method (a) and Mihanović et al. (2009) method (b). All variables are explained in Section 367 

3.1 and are shown in Fig. S1 of Sect. S4 in the Supplement. 368 

  When the second half of the excluding variable series is replaced by 0, the PWC values 369 

in that half are close to 1, while those in the first half of data series are 0 at scales 370 

corresponding to the predictor variable (Fig. 21i and 1ma). For the stationary case, after 371 

excluding the effect of y2h0, the PWC values are close to 1 (0.98) and 0 in the second and 372 
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first half of the data series, respectively, at the dimensionless scale of 8 (Fig. 21ia). Similar 373 

results are observed for the non-stationary case (Fig. 21ma). This is anticipated because the 374 

removing series of 0s from a portion of the predictor variable series does not affect their 375 

correlations at these locations. If different magnitudes of noises are added to the first half 376 

of the excluding variables (y2 or z2), the significant PWC band in the first half becomes 377 

wider as the magnitude of noises increases, while the significant PWC band in the second 378 

half remains almost unchanged (Fig. 1j-l and Fig. 1n-p). Take In the stationary case, for 379 

example, the PASC values at scales of 6–10 are 40% (y2wnh0), 74% (y2mnh0), and 86% 380 

(y2snh0) in the first half, respectively, while those values vary from 86% to 90% in the 381 

second half (Fig. 1j-l). Meanwhile, the mean PWCsig in the first half at scales of 6–10 382 

increases from 0.91 to 0.94 in both the stationary (Fig. 1j-l) and non-stationary (Fig. 1n-p) 383 

cases as more noises are added to the excluding variable y2 or z2. This indicates that the new 384 

PWC method can also capture the abrupt changes (Fig. 1i and 1m) in the data series, and 385 

has the ability to deal with localized relationships.  386 

4.1.23.2.2 PWC with two excluding variables using the new method 387 

  When both y2 and y4 (or z2 and z4) are considered in the predictor variables, there are two 388 

bands of wavelet coherence of 1 between y (or z) and y2y4 (or z2z4) (Hu and Si, 2016), which 389 

correspond to the scales of two predictor variables (Hu and Si, 2016). However, after the 390 

effect of y4 (or z4) is removed, only one band with PWC of around 1 occurs at the scale of 391 

the predictor variable y2 (or z2) (Fig. 32a and 2f), which is identical to the PWC between y 392 

(or z) and y2 (or z2) after excluding the effect of variable y4 (or z4) (Fig. 1a and 1f). After 393 
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both predictor variables y2 and y4 (or z2 and z4) are excluded (Fig. 2b and 2g), the PWC 394 

between y (or z) and y2y4 (or z2z4) is 0 at all location-scale-location domains as we expect. 395 

When one of the excluding variables y2 (or z2) is added with noises, the relationship between 396 

response variable y (or z) and predictor variable y2y4 (or z2z4) becomes significant at scales 397 

of the excluding variable y2 (or z2) (Fig. 2c and 2h). Similar to the case of one excluding 398 

variable (Fig. 1), less noise in the excluding variable of y2 (or z2) results in a narrower 399 

significant PWC band, and reduced mean PWCsig values (from 0.96 (y2sn) to 0.90 (y2wn) 400 

in the stationary case (Fig. 2c-e) and from 0.95 (z2sn) to 0.92 (z2wn) in the non-stationary 401 

case) (Fig. 32h-j).  402 

 403 

Figure 32.   404 

Partial wavelet coherency (PWC) between response variable y (or z) and predictor variable 405 

y2y4 (or z2z4) after excluding the effect of variables y4 (or z4), y2+y4 (or z2+z4), y2sn+y4 (or 406 

z2sn+z4), y2mn+y4 (or z2mn+z4), and y2wn+y4 (or z2wn+z4) for the stationary (or non-407 

stationary) case using the new method. All variables were generated by following Yan and 408 

Gao (2007) and Hu and Si (2016) and are explained in Section 3.1 and are shown in Fig. 409 
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S1 S2 of Sect. S4 S3 in the Supplement. 410 

4.1.3 Comparison of the new method with the Mihanović et al. (2009) method  411 

  In the case of one excluding variable, the corresponding PWC values calculated with the 412 

Mihanović et al. (2009) method are shown in Figs 1b and 2b. Except for the phase 413 

information, the two methods generally produce comparable coherence despite the differing 414 

numerators in their corresponding equations (Eq. 9 and 14). However, we notice that the 415 

new PWC method produces consistently slightly higher coherence than the Mihanović et 416 

al. (2009) method. For example, their mean PWCs between y and y2 at the scale of 8 after 417 

excluding the effect of y4 are 1.00 and 0.97, respectively. This may indicate that the new 418 

method slightly outperforms the Mihanović et al. (2009) method because we expect that the 419 

coherence between y and y2 at the scale (8) of y2 is exactly 1.  420 

  Note that some unexpected high PWC can be produced in some domains by the new 421 

method. For example, at a scale of 32, PWC values between y and y2 after excluding y4 are 422 

not significant, but relatively high, partly because of small octaves (default of 1/12) per 423 

scale. This spurious unexpected high PWC is caused by low values in both the numerator 424 

(partly associated with the low coherence between response y and predictor variables y2 at 425 

scale of 32) and denominator (partly associated with the high coherence between response 426 

y and excluding variable y4 at a scale of 32) in Eq. (9). The same problem also exists in the 427 

Mihanović et al. (2009) method (Fig. 1b and 2b). Particularly, the Mihanović et al. (2009) 428 

method produces some positive infinite coherence (small black zones) between y (or z) and 429 

y2 (or z2) after eliminating the effect of y2h0 (or z2h0) (Fig. 2b) because of extremely low 430 
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values in the both numerator and denominator term in Eq. (14). However, it seems that the 431 

domain with overestimation by the new method is very limited and it is located mainly 432 

outside of the cones of influence. Anyway, the unexpected results can be easily ruled out 433 

with knowledge of BWC between response and predictor variables.  434 

  Compared with the Mihanović et al. (2009) method, our new PWC method can be used 435 

to deal with situations with more than one excluding variable, which is a knowledge gap. 436 

Moreover, inclusion of phase information in the new PWC is another advantage of this 437 

method.(Hu et al., 2017) 438 

4. Method applicationPWC with real dataset 439 

4.1 Description of free water evaporation dataset 440 

 Free water evaporation 441 

  The free water evaporation dataset has beenwas used to test the MWC (Hu and Si, 2016). 442 

In brief, this dataset includes monthly free water evaporation (E), mean temperature (T), 443 

relative humidity (RH), sun hours (SH), and wind speed (WS) between January 1979 and 444 

December 2013 at Changwu site in Shaanxi province provided by the China Meteorological 445 

Administration. During this period, the average daily temperature was 9.4 °C, the average 446 

annual rainfall was 571 mm and annual ETp was 883 mm. Being located in the transition 447 

between semi-arid and subhumid climates, agricultural production at the Changwu site is 448 

constrained by water availability. The PWC between E and each meteorological variable is 449 

calculated by excluding the effect of each or all of the other meteorological variables. 450 
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Results of wavelet power spectrum of E and BWC between every two variables are shown 451 

in Fig. S23 and Fig. S34 (Sect. S53 in the Supplement), respectively. 452 

4.2 PWC with free water evaporation dataset 453 

 Soil water content 454 

  Soil water datasets were obtained from the hummocky landscape of Canadian Prairies 455 

(Biswas and Si, 2011b; Hu et al., 2017). The sampling site is characterized by a subhumid 456 

continental climate with Dark Brown Chernozem soils. Data were collected from 128 457 

locations with equal intervals (4.5 m) along a 576 m long transect. Soil water contents of 458 

top layer (0–0.2 m) were measured by a portable Tektronix TDR in spring (May 2, 2008) 459 

and summer (August 23, 2008). Other environmental variables measured were clay content, 460 

sand content, soil organic carbon content (SOC), bulk density (BD) of 0–0.2 m, depth to 461 

CaCO3 layer (vertical distance between surface and the layer of first presence of CaCO3), 462 

elevation, slope, aspect (calculated as cos(aspect)), and wetness index. Please refer to 463 

previous studies for detailed information on this dataset (Biswas and Si, 2011a, b; Biswas 464 

et al., 2012). 465 

  The PWC between SWC and each environmental variable is calculated by excluding the 466 

effect of another environmental factor. The BWC between SWC and each environmental 467 

factor (Fig. S4 and S5 of Sect. S5 in the Supplement), BWC between environmental factors 468 

(Fig. S6 of Sect. S5 in the Supplement), and MWC between SWC and environmental factors 469 

have been previously analyzed (Biswas and Si, 2011a; Hu et al., 2017).   470 

4.2  471 
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4.2.1 Free water evaporation 472 

  The PWC analysis indicates that the correlations between E and T after excluding the 473 

effect of each of other three variables (RH, SH, and WS) were almost the same as those 474 

indicated by the BWC (Fig. 4 3a-c and Fig. S3 S4 of Sect. S5 S3 in the Supplement). For 475 

example, E and T, after excluding the effect of RH, E and T were positively correlated at 476 

the medium scales (8–32 months). The PASC was 61% and mean PWCsig value was 0.94, 477 

which was identical to the case of BWC between E and T. The No significant correlations 478 

at scales around 64 months between E and T from 1979 to 1992 were absent found after 479 

eliminating the influence of RH (Fig. 3a-c). This implies that the influence of mean 480 

temperature on E at these scales and years may be associated with the negative influence of 481 

RH on both E and T (Fig. S3 S4 of Sect. S5 S3 in the Supplement).  482 
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 483 

 484 

Figure 43.   485 

Partial wavelet coherency (PWC) between evaporation (E) and each meteorological factor 486 

(T, mean temperature; RH, relative humidity; SH, sun hours; WS, wind speed) after 487 

excluding the effect of each of other three meteorological factors.  488 
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  The PWC between E and RH depended on the excluding variable and scale (Fig. 43d-f). 489 

The mean PWC and PASC between E and RH after excluding T were 0.60 and 34%, 490 

respectively, which are comparable to with the mean BWC (0.62) and PASC (40%) between 491 

E and RH. The corresponding values after excluding SH and WS were 0.50 and 0.53 (PWC), 492 

22% and 21% (PASC), respectively. In addition, compared with the BWC between E and 493 

RH (Fig. S4 of Sect. S3 in the Supplement), correlations between E and RH were almost 494 

absentweak at small scales (<8 months) and medium scales (8–32 months) after eliminating 495 

the influence of SH and WS (Fig. 3e-f), respectively. Therefore, excluding the variable of 496 

T had less influence on the coherence between E and RH compared with excluding the 497 

variables of SH and WS. This is mainly because relative humidityRH and temperature T 498 

are correlated with E at different scales (Fig. S3 S4 of Sect. S5 S3 in the Supplement), i.e., 499 

mean temperature affected E mainly at medium scales, while RH affected E across all scales. 500 

However, the domain where SH and WS were correlated with E was a subset of that where 501 

RH and E were correlated (Fig. S4 of Sect. S3 in the SupplementFig. 4).  502 

  The relationships between E and sun hoursSH after excluding the other three factors were 503 

less consistent (Fig. 3g-h). The areas with significant corrections were scattered over the 504 

whole location-scalefrequency-time domain but differed with excluding factors. The PASC 505 

varied from 12% (excluding RH) to 20% (excluding T and WS), which is much lower than 506 

the PASC (28%) in the case of BWC. The significant relationships between E and WS were 507 

only limited to very small areas except for the case of SH being excluded, where E and 508 

wind speedWS were positively correlated at scales of 8–16 months most of the time (Fig. 509 

3j-l). 510 
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  In general, the PASC decreased after excluding the effects of more factors (data not 511 

shown). The correlations between E and each variable after eliminating the effects of all 512 

other variables are shown in Fig. 54. The correlations between E and T were still significant 513 

at the medium scales (8–32 months) (Fig. 4a), where PASC value was 52% with mean 514 

PWCsig of 0.92. The E was still correlated with RH at large scales (>32 months) (Fig. 4b), 515 

where PASC value was 35% with mean PWCsig of 0.96. Interestingly, the domain with 516 

significant correlation between E and SH and WS was very limited (Fig. 4c-d). This 517 

indicates that the influences of SH and WS on E have already been covered by RH and T. 518 

This is in agreement with the MWC results that RH and T were the best to explain E 519 

variations at all scales (Hu and Si, 2016). Although the RH had the greatest mean wavelet 520 

coherence and PASC at the entire locationscale-location scale domains, the PWC analysis 521 

seems to support that mean temperature was the most dominating factor for free water 522 

evaporation at the 1-year cycle (8–16 months), which is the dominant scale of E variation 523 

(Fig. S2 S3 of Sect. S5 S3 in the Supplement). This further verifies the suitability of the 524 

Hargreaves model (only air temperature and incident solar radiation required) (Hargreaves, 525 

1989) for estimating potential evapotranspiration on the Chinese Loess Plateau (Li, 2012).  526 
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 527 

Figure 54.   528 

Partial wavelet coherency (PWC) between evaporation (E) and each meteorological factor 529 

(T, mean temperature; RH, relative humidity; SH, sun hours; WS, wind speed) after 530 

excluding the effects of all other three factors.  531 

4.2.2 SWC 532 

  In spring, SWC at 0–0.2 m was significantly correlated with elevation, wetness index, 533 

depth to CaCO3 layer, and SOC at large scales (72–144 m); it was significantly correlated 534 

with sand content, SOC, depth to CaCO3 at medium scales (36–72 m) and bulk density at 535 

scales of 36–144 m in the first half of the transect (Fig. S4 of Sect. S5 in the Supplement). 536 

The PWC shows that SWC was not correlated with elevation after eliminating the effect of 537 

SOC or depth to CaCO3 (Fig. 6). By contrast, after the removal of the elevation’s effect, 538 

SWC was significantly correlated with SOC at scales of 36–144 m in the first half of the 539 
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transect and significantly correlated with depth to CaCO3 layer at large scales (>100 m) 540 

across the transect (Fig. 6). There were little correlations between SWC and wetness index 541 

after eliminating the effect of elevation (Fig. 6). Therefore, the influences of elevation and 542 

wetness index on SWC in spring might have been taken into account by SOC and depth to 543 

CaCO3 layer. Although elevation and wetness index are important drivers of snowmelt run-544 

off in spring (Hu et al., 2017), they did not contribute any more to explaining SWC 545 

variations than SOC or depth to CaCO3 layer did. The same holds for bulk density and sand 546 

content whose influences on SWC were also limited after eliminating the effect of SOC 547 

(Fig. 6). This was because SOC was negatively correlated with sand content at medium 548 

scales (36–72 m) and bulk density at scales of 36–144 m in the first half of the transect (Fig. 549 

S5 of Sect. S5 in the Supplement). Interestingly, the significant correlations between SWC 550 

and SOC or depth to CaCO3 layer still existed no matter what the excluding factors were. 551 

For example, SWC was significantly correlated with depth to CaCO3 layer at scales >130 552 

m after the effect of SOC was removed; SWC was significantly correlated with SOC at 553 

large scales (>130 m) across the transect and at scales of 36–90 m at locations from 45 to 554 

200 m after eliminating the effect of depth to CaCO3 layer (Fig. 6). This further validates 555 

that the combination of depth to CaCO3 layer and SOC were the best to explain SWC 556 

variations in spring (Hu et al., 2017).  557 

 558 

Figure 6.   559 

Partial wavelet coherency (PWC) between soil water content (SWC) in spring and one 560 
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environmental factor after excluding the effect of another environmental factor. SOC, soil 561 

organic carbon; CaCO3, depth to the CaCO3 layer; WI, wetness index; BD, bulk density. 562 

  In summer, SWC of 0–0.2 m tended to be significantly affected by aspect, slope, 563 

elevation, wetness index, clay, and sand at large scales (>90 m or 72–144 m) and by SOC, 564 

bulk density, and slope at medium scales (36–72 m) at locations from 45 to 450 m over the 565 

transect (Fig. S5 of Sect. S5 in the Supplement). The PWC analysis indicates that elevation, 566 

wetness index, sand (not shown), clay, and BD had little influences on SWC after 567 

eliminating the effect of slope in summer (Fig. 7). This is largely because slope was 568 

significantly correlated to BD at medium scales and to elevation, wetness index, sand, and 569 

clay at large scales (Fig. S6 of Sect. S5 in the Supplement). However, the influence of slope 570 

on SWC was also limited after eliminating the effect of SOC (Fig. 7). By contrast, the effect 571 

of SOC on SWC at the medium scales still existed at some locations after eliminating the 572 

effects of slope and aspect (Fig. 7). This highlights the dominant role of SOC as a surrogate 573 

of vegetation in driving evapo-transpiration loss at the slope (medium) scales (Hu et al., 574 

2017). As we expect, the effect of SOC on SWC at the medium scales disappeared after 575 

eliminating the effect of BD because of the strong correlations between SOC and BD (Fig. 576 

S5 of Sect. S5 in the Supplement). However, the effect of SOC on SWC was amplified at 577 

large scales (>72 m) after excluding the effect of BD as also found in the artificial datasets 578 

(Fig. 7). Interestingly, the significant correlation between SWC and aspect at large scales 579 

(>90 m) persisted regardless the excluding variables (as an example, only PWC for 580 

excluding variable of SOC is shown in Fig. 7). This highlights the dominant role of aspect 581 

in driving soil water distribution at large scales in summer. Overall, the PWC analysis 582 

further confirms that a combination of aspect and SOC was the best to explain SWC 583 

variations in summer (Hu et al., 2017).  584 

 585 

Figure 7.   586 
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5. Partial wavelet coherency (PWC) between soil water content (SWC) in summer 587 

and one environmental factor by excluding another environmental factor. SOC, 588 

soil organic carbon; Aspect, Cos(Aspect); WI, wetness index; BD, bulk 589 

density.Discussion on the advantages and weaknesses of the new method 590 

5.1 Advantages 591 

  We extend the partial coherence method from the frequency (scale) domain (Koopmans, 592 

1995) to the time-frequency (location-scale) domain. The new method is an extension of 593 

previous work on PWC and MWC (Mihanović et al., 2009; Hu and Si, 2016). The method 594 

test and application have verified that it has the advantage of dealing with more than one 595 

excluding variable and providing the phase information associated with the PWC. In the 596 

case of one excluding variable, Mihanović et al. (2009) has suggested to calculate PWC by 597 

using an equation analogous to the traditional partial correlation squared (Eq. 14), which 598 

can be derived from our Eq. (9). However, their equation was, unfortunately, widely used 599 

by replacing the complex coherence in Eq. (14) with real coherence as expressed in Eq. 600 

(15)Ng and Chan (2012a); (Ng and Chan, 2012b; Rathinasamy et al., 2017; Aloui et al., 601 

2018; Altarturi et al., 2018b; Jia et al., 2018; Li et al., 2018; Mutascu and Sokic, 2020; Wu 602 

et al., 2020).  603 

  The differences between the new method (Eq.14) and the classical method (Eq. 15) are 604 

compared using both the artificial and real datasets. Except for the phase information, the 605 

two methods generally produce comparable coherence for the artificial dataset for the case 606 

of one excluding variable (Fig. S5 of Sect. S3 in the Supplement). However, the new PWC 607 
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method produces consistently and slightly higher coherence than the classical method. For 608 

example, their mean PWCs between y and y2 at the scale of 8 after excluding the effect of 609 

y4 are 1.00 and 0.97, respectively. This indicates that the new method produces coherence 610 

between y and y2 at the scale (8) of y2 closer to 1 as we expect. While the classical method 611 

produces similar PWC between E and other meteorological factors in most cases especially 612 

for the coherence between E and T after excluding the effects of others (Fig. S6 of Sect. S3 613 

in the Supplement), large differences between these two methods can also be observed. For 614 

example, while the new method recognizes the strong coherence between E and RH after 615 

excluding the effect of T at scales of around 1 year (Fig. 3d), this coherence was negligible 616 

by the classical method (Fig. 5a). Mean PWC values by the new method were consistently 617 

higher than the classical method, and the differences ranged from 0.4 to 0.6 around the scale 618 

of 1 year (Fig. 5b). Considering the real coherence (Eq.15) rather than complex coherence 619 

(Eq.14) between every two variables in the numerators can potentially result in large 620 

underestimation of the partial wavelet coherence. Therefore, the ability of the new method 621 

to produce more accurate results than the classical method is one of its advantages. 622 

 623 
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 Figure 5.   624 

Partial wavelet coherency (PWC) between evaporation (E) and relative humidity (RH) after 625 

excluding the effect of mean temperature (T) using the classical method (Eq. 15) (a) and 626 

differences in PWC between the new method (Eq.14) and classical method as a function of 627 

scale (b). 628 

  Compared with the Mihanović et al. (2009) method, the additional phase information 629 

from the new PWC is another advantage of this new method. This is because phase 630 

information is directly related to the type of correlation, i.e., in-phase and out-of-phase 631 

indicating positive and negative correlation, respectively. Different types of correlations 632 

were usually found at different locations and scales (Hu et al., 2017). The phase information 633 

helps understand the differences in associated mechanisms or processes at different 634 

locations and scales. In addition, the phase information will allow us to detect the changes 635 

in not only the degree of correlation (i.e., coherence) but also the type of correlation after 636 

excluding the effect of other variables. For example, E and RH were positively correlated 637 

at the 1-year cycle (8–16 months) from year 1979 to 1995. This is because higher 638 

evaporation usually occurs in summer when high T coincides with high RH as influenced 639 

by the monsoon climate in the study area (Fig. S4 of Sect. S3 in the Supplement). 640 

Interestingly, after excluding the effect of T, E was negatively correlated with RH at the 641 

scale of 1-year as we expect (Fig. 3d). 642 

  Moreover, our new PWC method applies to cases with more than one excluding variable, 643 

which is a knowledge gap. When multiple variables are correlated with both the predictor 644 
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and response variables, the correlations between predictor and response variables may be 645 

misleading if the effects of all these multiple variable were not removed. For example, at 646 

the dominant scale (i.e., 1-year) of E variation, the effects of RH on E existed after 647 

excluding the effects of T or SH. However, their contrasting correlations (Fig. 3d-e) resulted 648 

in negligible effects of RH on E at this scale after the effects of all other variables were 649 

excluded (Fig. 4b). In this case, the dominant role of mean temperature in driving free water 650 

evaporation was proved at the 1-year cycle (Fig. 4a). This also further verifies the suitability 651 

of the Hargreaves model (only air temperature and incident solar radiation required) 652 

(Hargreaves, 1989) for estimating potential evapotranspiration on the Chinese Loess 653 

Plateau (Li, 2012).  654 

5.2 Weaknesses 655 

  Similar to the Mihanović et al. (2009) method, the new method has the risk to produce 656 

spurious high correlations after excluding the effect from other variables. Take the artificial 657 

dataset for example, at a scale of 32, PWC values between y and y2 after excluding y4 are 658 

not significant, but relatively high, partly because of small octaves per scale (octave refers 659 

to the scaled distance between two scales with one scale being twice or half of the other, 660 

default of 1/12). This spurious unexpected high PWC is caused by low values in both the 661 

numerator (partly associated with the low coherence between response y and predictor 662 

variables y2 at scale of 32) and denominator (partly associated with the high coherence 663 

between response y and excluding variable y4 at a scale of 32) in Eq. (9). The same problem 664 

also exists in the classical method (Fig. S5 of Sect. S3 in the Supplement). So, caution 665 
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should be taken to interpret those results. However, it seems that the domain with spurious 666 

correlation calculated by the new method is very limited and it is located mainly outside of 667 

the cones of influence. Moreover, the unexpected results can be easily ruled out with 668 

knowledge of BWC between response and predictor variables. It is expected that the 669 

correlation between two variables should not increase after excluding one or more variables. 670 

Therefore, BWC analysis is suggested for better interpretation of the PWC results.  671 

  Similar to BWC and MWC, the confidence level of PWC calculated from the Monte 672 

Carlo simulation is based on a single hypothesis testing. But in reality, the confidence level 673 

of PWC values at all locations and scales needs to be tested simultaneously. Therefore, the 674 

significance test has the multiple-testing problem (Schaefli et al., 2007; Schulte et al., 2015). 675 

The new method may benefit from a better statistical significance testing method. Options 676 

for multiple-testing can be the Bonferroni adjusted p test (Westfall and Young, 1993) or 677 

false discovery rate (Abramovich and Benjamini, 1996; Shen et al., 2002) which is less 678 

stringent than the former.  679 

 The new PWC method has been successfully tested with the artificial datasets. As we 680 

expect, regardless of the stationary and non-stationary case, there are no or reduced 681 

correlations between response and predictor variables in scale-location domains where the 682 

excluding variables are significantly correlated with the response variable. The new method 683 

also has the ability to deal with localized relationships. The new method was applied to two 684 

previously published datasets. The application has shown that the coherency between 685 

response and predictor variables was less affected by excluding other variables if the 686 
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predictor variable had dominating roles in explaining the variations in the response variable. 687 

This application further confirmed the best combinations for explaining temporal variations 688 

in free water evaporation at the Changwu site in China and spatial variations in soil water 689 

content in the hummocky landscape in Saskatchewan, Canada.  690 

   Like the Mihanović et al. (2009) method (a previous PWC method), the new method 691 

has the risk to produce spurious correlations after excluding the effect from other variables. 692 

But this spurious high coherence can be easily identified with knowledge of BWC. So, 693 

caution should be taken to interpret those results. Similar to BWC and MWC, the new PWC 694 

also suffers from the multiple-testing problem (!!! INVALID CITATION !!! (Schaefli et al., 695 

2007; Schulte et al., 2015)). Therefore, the new method can benefit from a better statistical 696 

significance testing method.   697 

   Our artificial datasets and two real-world datasets have verified that our PWC 698 

method provides an effective tool to untangle the bivariate relationships at multiple scale-699 

location domains after eliminating the effects of other variables. The new method provides 700 

a much needed data-driven tool for unraveling underlining mechanisms in a spatial or 701 

temporal series. Thus, combining with wavelet transform, BWC, and MWC, the new PWC 702 

method can be used to detect various processes in geosciences, such as stream flow, 703 

droughts, greenhouse gas emissions (e.g., N2O, CO2, and CH4), atmospheric circulation, 704 

and oceanic processes (e.g., EI Niño-Southern Oscillation). 705 

 706 
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5.6.Conclusions 707 

  Partial wavelet coherency (PWC) is developed in this study to investigate scale-specific 708 

and localizedtion-specific bivariate relationships after excluding the effect of one or more 709 

variables in geosciences. Method tests using stationary and non-stationary artificial datasets 710 

verified the known scale- and localized bivariate relationships after eliminating the effects 711 

of other variables. Compared with the previous PWC method, the new PWC method has 712 

the advantage of dealing with more than one excluding variable and providing the phase 713 

information (i.e., correlation type) associated with the PWC. In the case of one excluding 714 

variable, This method was developed on the basis of partial coherence in the multivariate 715 

spectral case (Koopmans, 1995), and is an extension of previous work on PWC and WMC 716 

(Mihanović et al., 2009; Hu and Si, 2016). Compared with the previous PWC method 717 

(Mihanović et al., 2009), this new method produces slightly more accurate coherence than 718 

the previous PWC method because the former considers complex coherence between every 719 

two variables, while the latter only considers the real coherence.. Application of the new 720 

method to one temporal dataset (free water evaporation) has indicated the robustness of the 721 

new method in identifying the bivariate relationships and further convinced the MWC 722 

method in identifying the best combinations for explaining variations. The new method 723 

provides a much needed data-driven tool for unraveling underlying mechanisms in both 724 

temporal and spatial series. Thus, combining with wavelet transform, BWC, and MWC, the 725 

new PWC method can be used to detect various processes in geosciences, such as stream 726 

flow, droughts, greenhouse gas emissions (e.g., N2O, CO2, and CH4), atmospheric 727 

circulation, and oceanic processes (e.g., EI Niño-Southern Oscillation).In addition, the new 728 
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PWC method has the advantage of dealing with more than one excluding variable and 729 

providing the phase information associated with the PWC.  730 

  The new PWC method has been successfully tested with the artificial datasets. As we 731 

expect, regardless of the stationary and non-stationary case, there are no or reduced 732 

correlations between response and predictor variables in scale-location domains where the 733 

excluding variables are significantly correlated with the response variable. The new method 734 

also has the ability to deal with localized relationships. The new method was applied to two 735 

previously published datasets. The application has shown that the coherency between 736 

response and predictor variables was less affected by excluding other variables if the 737 

predictor variable had dominating roles in explaining the variations in the response variable. 738 

This application further confirmed the best combinations for explaining temporal variations 739 

in free water evaporation at the Changwu site in China and spatial variations in soil water 740 

content in the hummocky landscape in Saskatchewan, Canada.  741 

  Like the Mihanović et al. (2009) method (a previous PWC method), the new method has 742 

the risk to produce spurious correlations after excluding the effect from other variables. But 743 

this spurious high coherence can be easily identified with knowledge of BWC. So, caution 744 

should be taken to interpret those results. Similar to BWC and MWC, the new PWC also 745 

suffers from the multiple-testing problem (Schaefli et al., 2007; Schulte et al., 2015). 746 

Therefore, the new method can benefit from a better statistical significance testing method.   747 

  Our artificial datasets and two real-world datasets have verified that our PWC method 748 

provides an effective tool to untangle the bivariate relationships at multiple scale-location 749 
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domains after eliminating the effects of other variables. The new method provides a much 750 

needed data-driven tool for unraveling underlining mechanisms in a spatial or temporal 751 

series. Thus, combining with wavelet transform, BWC, and MWC, the new PWC method 752 

can be used to detect various processes in geosciences, such as stream flow, droughts, 753 

greenhouse gas emissions (e.g., N2O, CO2, and CH4), atmospheric circulation, and oceanic 754 

processes (e.g., EI Niño-Southern Oscillation). 755 
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