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Dear Dr. Peleg, 

Thank you very much for the thorough assessment of our manuscript and for your invitation to 

resubmit our manuscript to HESS. We are glad that you and the three reviewers acknowledge the 

value of our approach. We also appreciate the three constructive reviews which helped to reframe 

the storyline and to clarify methodological details. 

Please find our detailed answers to the reviewers’ comments in our point-by-point response below. 

We hope that you find the revised version of our manuscript suitable for publication in HESS. 

On behalf of all co-authors, 

Manuela Brunner 

 
 
Reviewer 1 
 
General comments 
This paper assesses how well hydrological models calibrated using the Kling-Gupta Efficiency 
(KGE) metric can reproduce local and regional flood characteristics. Stream-flow simulations 
from four hydrological models are evaluated across a large sample of hydrologically varied 
catchments, for flood timing, magnitude and spatial variability. In addition, the authors explore 
the model sensitivities of high flows to precipitation and temperature. This is an interesting 
analysis and helps to explain model deficiencies for hazard and change impact assessments. I 
enjoyed reading this paper, which is well-written, concise and easy to follow. The figures are all 
relevant and well-presented. My main concern is that the title, and focus on deficiencies of 
integrated calibration metrics, does not accurately reflect the study. I think the title suggests 
that different model calibration strategies are going to be implemented and evaluated, or that 
there is going to be some assessment of performance for different calibration strategies. The 
study only looks at models calibrated using KGE, and it is therefore hard to distinguish if any 
failure of the models in representing flood characteristics is due to the calibration strategy or 
other factors such as quality of input and observed streamflow data, or model structural errors. 
Overall, I think this paper would make an interesting contribution for HESS, following changes 
and clarifications to the manuscript. I have several specific comments which I outline below.  
Reply: Thank you very much for acknowledging the value of our work and for highlighting the 
need to revise the title. We did indeed not evaluate different calibration strategies. As the title 
may suggest otherwise, we revised it.  
Modification: Title 
 
Specific comments 
Title: as discussed in general comments, I am not sure the title best reflects the content of the 
paper. I think this title suggests evaluation of different calibration strategies, whereas KGE has 
been used throughout. A title focusing on key results/ what has been done (e.g. Evaluating 
hydrological model suitability for flood impact assessments across a large sample of catchments) 
may be more suitable.  
Reply: Thank you for indicating that the title did not well reflect the content of the manuscript. 
We replaced the title by: ‘Evaluating the suitability of hydrological models for flood impact 
assessments’. 
Modification: Title 

https://www.hydrol-earth-syst-sci-discuss.net/hess-2020-192/hess-2020-192-RC1-print.pdf#page=1
https://www.hydrol-earth-syst-sci-discuss.net/hess-2020-192/hess-2020-192-RC1-print.pdf#page=1


2 
 

Line 10: “Our results show that both the modelling of local and spatial flood characteristics is 
challenging.” It could be helpful to highlight some the key results in the abstract to justify this 
statement, i.e. all models under predict the magnitude of events. 
Reply: We highlight some key results in the abstract such as  ‘Our results show that both the 
modeling of local and spatial flood characteristics is challenging as models underestimate flood 
magnitude and flood timing is not necessarily well captured.’ 
Modification: l.9-10 
 
Line 12: “We conclude...” The manuscript focuses on models calibrated on KGE alone, and infers 
that deficiencies in model performance is due to the model calibration. I think this is quite a big 
leap – as there are other factors which could result in poor model performance (e.g. errors in 
observed precipitation and river flow data, particularly for peak flow events). It would be good to 
discuss these within the manuscript. 
Reply: Thank you for highlighting that other factors influencing model performance merit more 
attention. We extended the discussion on input uncertainty by streamflow observation 
uncertainty: ‘In addition, model performance may depend on the uncertainty of streamflow 
observations [McMillan et al., 2010] used for calibrating and evaluating the model or on input 
uncertainty, i.e. the precipitation product used to drive the models [Te Linde et al., 2007]). 
Precipitation products may underestimate extreme rainfall or the spatial dependence of extreme 
precipitation at different locations because spatial smoothing or averaging during the gridding 
process reduces variability [Risser et al., 2019].’ 
Modification: l.222-226 
 
Introduction: 
Line 25: There is a tendency for high values to be underestimated and low values to be 
overestimated (Gupta et al. 2009), but I am not sure it is correct to say that the optimal value 
actually underestimates flow variability. It could be worth mentioning that NSE is often used for 
high flow studies, based on the idea that by using squared errors it mostly constrains peaks and 
high flows (Mizukami et al. 2019). 
Reply: We think that it is justified to talk about an underestimation of flow variability as an 
underestimation of high flows and an overestimation of low flows implies an underestimation of 
flow variability. We mentioned that NSE is widely used for high flow studies and added that using 
square errors enables focusing on high flows: ‘For example, one widely-used metric that is 
considered integrative compared to others (e.g., bias, correlation) is the Nash-Sutcliffe efficiency 
(NSE), where the sum-of-squares error metric focuses attention on high flow.’ 
Modification: l.24-27 
 
Line 33: I do not completely follow this sentence – why non-flood-related signature?  
Reply: Thank you for pointing out the need for rephrasing. We rephrased the sentence to: ‘The 
use of multiple objectives, however, can lead to a decrease in performance with respect to any 
individual flow signature not considered as an objective. 
Modification: l.33-35 
 
Data and Methods: Whilst the methods section is clear overall, I felt that a few sections needed 
clarifying. 
Line 68: It would be useful to add references for the models. 
Reply: We repeat the references provided in the introduction in the methods section.   
Modification: l.71-74 
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Line 68: It would be helpful to know some more about the differences/similarities between the 
models. In particular, any differences in modelling decisions that may contribute to the 
performance differences (it would be good to explain why HBV does so poorly compared to the 
other models). Perhaps a table of key differences or a figure giving model structure diagrams 
would be helpful. 
Reply: Thank you for this suggestion. We have created model structure diagrams to aid in the 
interpretation of between-model differences, which are provided in the appendix of the 
manuscript. Reproducing the model equations is infeasible, mainly because of the length of the 
VIC and mHM code. Instead of reproducing the equations here, we have updated the text with 
references to where the source code of each model may be found. 

The model diagrams are based on: 

 SAC-SMA: analysis of the model's description[National Weather Service NOAA, 2002]: 
https://www.nws.noaa.gov/oh/hrl/general/chps/Models/Sacramento_Soil_Moisture_Ac
counting.pdf. 

 TUW HBV: analysis of the model's source code [Viglione and Parajka, 2020]. 

 VIC: descriptions of VIC in [Melsen et al., 2018; Melsen and Guse, 2019]. 

 mHM: analysis of the model's source code (https://git.ufz.de/mhm/mhm/-/tree/5.7) and 
a diagram provided in [Kumar et al., 2010]. 

We hypothesize that: ‘The overestimation of the number of events by HBV may be explained by 
its fast response to precipitation as expressed through its model parameter b, which introduces 
non-linearity to the system [Viglione and Parajka, 2020].’ 
Modification: Appendix A: Model illustrations; l.169-171 

Line 70: “model parameters were calibrated on streamflow observations by minimizing the EKG” 
– How was the optimisation performed (e.g. which algorithm was used) and is this the same in 
both studies? Was mHM calibrated using multiscale parameter regionalisation, and if so was EKG 
evaluated across the region rather than for each catchment? It would be useful to know how the 
calibration differed, despite all being based on KGE. 
Reply: We specified that Melsen et al. (2018) used Sobol-based Latin hypercube sampling 
[Bratley and Fox, 1988] to calibrate VIC, HBV, and SAC. We also specified that mHM was 
calibrated by Mizukami et al., (2019) for each basin individually using multi-scale parameter 
regionalization where the transfer function parameters were identified using the dynamically 
dimensioned search algorithm [Tolson and Shoemaker, 2007].  
Modification: l.74-77 
 
Line 80: How do these meteorological forcing data differ? Are they both the same timestep?  
Reply: Both forcing datasets are at a daily resolution and both gridded datasets were derived 
from observed precipitation and temperature. However, the Maurer dataset with 12km has a 
coarser resolution than the Daymet dataset with 1km. We added these specifications to the text. 
Modification: l.86-90 
 
Line 67-83: The dates used for the simulations are unclear. In the method a few different date 
ranges are given: Line 67: “we use daily streamflow simulations for the period 1981-2008”, Line 
82: “SAC, HBV and VIC were evaluated on the period 1985-2008”, “mHM was calibrated on the 
period 1999-2008 and evaluated on the period 1989-1999.” It seems that 1981-1985 were not 
used in the previous studies. It would be useful to know which period the model simulations 
were actually run for, whether a warm-up period has been given, and how long the warmup was. 
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Also, over which period were SAC, HBV and VIC calibrated? Does the period 1981-2008 refer to 
hydro-logical years or calendar years? It would be helpful to give months here. 
Reply: The final analysis was performed on model simulations for the period 1981-2008 for all 
models. As the model simulations were generated in two different, prior studies, their calibration 
and evaluation periods do not match as indicated by the different year ranges provided in the 
text. However, we here used the period 1980-1981 as a spin-up period for all models and 
performed the analysis on the period 1981-2008. We specified that: ‘All four models were finally 
run for the period 1980-2008 (calendar years), where the period 1980-1981 was used for spin-up 
and therefore discarded from the analysis.’ We also specified that the period 1981-2008 refers to 
calendar years. 
Modification: l.90-92 
 
Line 85: Have you used the KGE values given by Mizukami et al. (2019) and Melsen et al. (2018), 
or were these re-calculated these over the period 1981-2008? I assumed all model performance 
was calculated over the same period, against the same observed discharge data, but this is not 
clear.  
Reply: The KGE values were not recalculated over the period 1981-2008, we used the original 
values provided by Mizukami et al. (2019) and Melsen et al. (2018). We indicate that mHM was 
evaluated over the period 1989-1999 while the other models were evaluated over the period 
1985-2008. 
Modification: l.89-90 
 
Line 85: I agree that performance is generally lowest for catchments with intermittent regimes, 
but there is a lot of overlap in performance. 
Reply: We add a note on this stating: ‘However, there is a high within-class variability in model 
performance.’ 
Modification: l.95 
 
Line 114: “we then use the data sets resulting from Step 2 to evaluate how models reproduce 
overall and seasonal spatial flood dependence.” It would be useful to have a bit more detail in 
this section. How was the error statistic calculated? 
Reply: Thank you for pointing out the need for clarification. We specified that: ‘We computed 
actual errors in flood connectedness by subtracting observed from simulated connectedness over 
all seasons and per season.’ 
Modification: l.132-133 
 
Line 117: It is not clear if 1% was the value used. This should be made clear, and it would help to 
have a reference/justification for why this value was chosen. 
Reply: We followed the procedure introduced by Brunner et al. (2020) to define flood 
connectedness. We rephrased the sentence to make this clear: ‘Following the definition used by 
Brunner et al. (2020), a catchment is connected to another catchment if they share a certain 
number of events. We here used an event threshold of 1% of the total or seasonal number of 
events to define connectedness (all months: 12 events, seasons: 3 events).’ 
Modification: l.130-133 
 
Line 122: “Time of concentration is typically less than one day for small headwater basins.” This 
needs a reference. 
Reply: Besides catchment area, time of concentration also depends on other factors such as 
rainfall intensity or geology. We therefore made the sentence slightly less specific and provide a 
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reference to a the book chapter by USDA-NRCS (2010). 
Modification: l.137 
 
Results: A key advantage of this study is the application of multiple model structures to a large 
sample of catchments. Throughout the methods/results it would be useful to have more 
discussion of the differences between the models. In particular, it would be useful to know why 
HBV performs so poorly compared to the other models for flood magnitudes. 
Line 145: “For most catchments, the number of flood events is relatively well simulated by most 
models...” It would be useful to know the number of observed events, to put these errors into 
context. I am assuming that the number of events is similar between all regime types due to the 
selection of the threshold. Otherwise a percentage error may be easier to interpret. 
Reply: We specify in the Methods section that ‘This procedure results in a first quartile of 36, a 
median of 40, and a third quartile of 47 events identified per basin.’ This indicates a relatively 
small variability in the number of events chosen per basin and justifies the use of actual errors. 
We provide a model schematic for each of the models considered in this study to aid the 
interpretation of model differences. We reason that ‘The overestimation of the number of events 
by HBV may be explained by its fast response to precipitation as expressed through its model 
parameter b, which introduces non-linearity to the system.’ 
Modification: l.111-112; 169-171 
 
Line 150: Underestimation of peak flow is attributed to the KGE metric underestimating 
variability, and spatially lumped model inputs. This could also be due to data errors– for 
example, McMillan et al. (2012) show that there can be large uncertainties associated with 
precipitation products. It would be useful to add this to the discussion. McMillan, H., Krueger, T., 
& Freer, J. (2012). Benchmarking observational uncertain-ties for hydrology: rainfall, river 
discharge and water quality. Hydrological Processes,26(26), 4078-4111. 
Reply: We totally agree that underestimation may also result from data errors. We add the 
reference to McMillan et al. (2012) to our discussion about the influence of other uncertainty 
sources than model and parameter choice on flood characteristics (l. 224). We specify that: 
‘Precipitation products may show observation uncertainties [Mcmillan et al., 2012] and 
underestimate extreme rainfall or the spatial dependence of extreme precipitation at different 
locations because spatial smoothing or averaging during the gridding process reduces variability 
[Risser et al., 2019]. 
Modification: l.224-226 
 
Line 152: “the use of lumped forcings may also artificially synchronize hydrologic response, 
which would lead to overestimation.” – could this be further explained? 
Reply: We removed this sentence as it referred to underestimation of spatial dependence rather 
than magnitude and therefore did not fit into this section. 
 
Line 163: “the overestimation of spatial dependence in winter is likely related to higher 
simulated than observed snowmelt.” I was not sure which regime(s) this comment was referring 
to. The melt regime is the only one that doesn’t show an overestimation of spatial dependence 
in winter for any model. 
Reply: We specify that: ‘The overestimation of spatial dependence in winter for all regimes 
except the melt regime is likely related to…’ 
Modification: l.188-189 
 
Line 170: “Connectedness overestimation is most pronounced...” I don’t agree with this 
sentence. For the other 3 models intermittent regime does not seem to be over-estimated any 
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more than other regime types. In winter, it seems to be in line with and below all regimes for 
SAC, VIC and mHM. 
Reply: We agree that this sentence was not correct. We rephrased it to: ‘Connectedness 
overestimation by HBV is most pronounced for catchments with an intermittent regime. 
Otherwise, connectedness over-/underestimation seems to be independent of the regime.’ 
Modification: l.194-195 
 
Line 177: “There is a clear positive relationship...” I would not say there is a clear positive 
relationship for SAC. Perhaps a slight positive relationship. 
Reply: We weakened the sentence by deleting the word ‘clear’. 
Modification: l.203-304 
 
Line 180: “soil moisture and event magnitude are also positively related...” I would interpret this 
a little differently for VIC - at full saturation we see events of all magnitudes. It is just the upper 
level of flows that is increasing with soil moisture. ’lower values’ -does this mean lower values of 
peak Q? 
Reply: Yes, we specified that we were referring to peak values. 
Modification: l.207 
 
Line 183: I think this is also the case for SAC. 
Reply: Yes, SAC lies somewhere in between. We add the following sentence: ‘Such low 
precipitation inputs can also lead to high peak discharge for SAC but to a lesser degree than HBV 
and mHM.’ 
Modification: l.210 
 
Line 186: “for SAC and VIC.” I would add that to some extent this is also the case for HBV. 
Reply: We added: ‘and to a lesser degree for HBV’. 
Modification: l.213 
 
Line 199: Why is this the case? 
Reply: Future precipitation estimates are particularly uncertain because of climate model and 
scenario uncertainty [Lopez-Cantu et al., 2020], which was specified in the text. 
Modification: l.227 
 
Line 211: “These relationships are, however, not necessarily captured by the models...” It may be 
worth highlighting that in some areas these relationships are generally captured by the models: 
e.g. weak winter regime broadly captures the precipitation relationship, and New-Year’s regime 
captures precipitation and temperature relationship. 
Reply: We rephrased this section to: ‘While these relationships are captured for some catchments 
(e.g. Blackwater River, weak winter regime or Tucca Creek, New Year's regime), they aren't in 
other catchments. The simulated sensitivities may even point in another direction than the 
observed ones (e.g. Pacific Creek, melt regime).’ 
Modification: l.240-241 
 
Figure 6: This figure has a lot of text, which can be distracting from the plots. I think it would be 
help to simplify the y axes and colorbar scales to 2 significant figures (i.e. no decimal places). 
Reply: We agree that Figure 6 would profit from ‘decluttering’. We reduced the number of digits 
displayed to 1 wherever possible and added colored boxes to improve the reading flow. 
Modification: Figure 6 
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Figure 6: It would be clearer if the colour scales matched between the observations and 
simulations for a specific catchment, and also the x and y axis ranges. Otherwise, it would be 
useful to point out that the scales differ, and explain why this has been done, i.e. colours ranging 
from the largest to smallest flood. 
Reply: We chose different color scales and axes for the observed and simulated floods to 
compare gradients rather than differences in magnitudes. Plotting the grids on the same grid and 
using the same colors would lead to non-centered grid clouds and to very weak colors in the case 
floods are underestimated. We adjusted the figure caption and point out that the different grids 
are shown on different scales: ‘Grid axes and grey scales differ between plots where darker colors 
indicate higher flood magnitudes.’  
Modification: Figure 6 caption 
 
Line 221: I do not follow this link -could this be explained better? It feels like there is a jump from 
models inadequately representing the sensitivity of peak flows to precipitation to errors in 
precipitation data being the cause. 
Reply: We agree that the link between the two sub-sentences was not evident. As we discuss 
precipitation errors as a potential source elsewhere in the manuscript we removed its mention 
from here. 
 
Line 223: “.. may be related to insufficient model calibration...” This feels like quite a big leap. 
Having only looked at models calibrated using KGE it doesn’t feel like there is enough 
information to attribute poor performance to calibration metrics. Could it be the model 
structures more generally, or the input data errors, that are causing these model deficiencies 
rather than the calibration metric? 
Reply: Yes, model structure and input data uncertainty are definitely also part of the story. We 
acknowledge this in the newly phrased paragraph: ‘The results of this study indicate that the 
hydrological models used in this study have limited capability in reproducing observed hydrologic 
sensitivities during flooding. These limitations may be related to input uncertainties [Te Linde et 
al., 2007], equifinality in process contributions for simulations with (very) similar efficiency 
scores, leading to an inability to unambiguously identify the appropriate relative process 
contributions [Khatami et al., 2019] or insufficient model calibration [Fowler et al., 2016].’ 
Modification: l.251-254 
 
Figure 7: It would be helpful to have a more thorough explanation of this figure. Perhaps a 
sentence explaining that positive values mean an increase in the variable leads to an increase in 
peak flows, and values falling on the dotted line indicate simulations match observations. 
Reply: Thank you for pointing out the need for clarification. We added that: ‘Positive and 
negative values indicate positive and negative associations of precipitation and temperature with 
peak flow, respectively. Values on the dashed line indicate correspondence between observed 
and modeled sensitivity gradients.’ 
Modification: Figure 7 caption 
 
Line 226: This sentence implies an underestimation in timing. Only absolute errors in day of 
flood timing are given, not the direction of change within the year. Maybe rephrase this 
sentence.  
Reply: We rephrased this to: ‘including an underestimation of streamflow variability and peak 
flood magnitudes and a misrepresentation of timing.’ 
Modification: l.257 
 
Conclusions: 



8 
 

Line 235: In the introduction a key aim is ’assess which aspects of hydrological models may need 
to be improved ....’ and ’identifying and documenting model weaknesses regarding regional and 
future flooding will highlight advances for future model development.’ .. These aims/questions 
could be more directly addressed in the conclusions section. 
Reply: We try to more explicitly address these aims by adding: ‘We therefore conclude that the 
representation of magnitude, timing and spatial connectedness can be improved.’ 
Modification: l.273-274 
 
Technical corrections 
Line 86: “successfully” should be “success” 
Reply: We think that the phrasing is correct and retained successfully. 
 
Line 160: “underestimates” should be “underestimate” 
Reply: We removed the ‘s’. 
 
HESS Review Checklist 
In the full review and interactive discussion, the referees and other interested members of the 
scientific community are asked to take into account all of the following aspects: 
1) Does the paper address relevant scientific questions within the scope of HESS? YES 
2) Does the paper present novel concepts, ideas, tools, or data? YES 
3) Are substantial conclusions reached? YES 
4) Are the scientific methods and assumptions valid and clearly outlined? YES 
5) Are the results sufficient to support the interpretations and conclusions? MOSTLY 
6) Is the description of experiments and calculations sufficiently complete and precise to allow 
their reproduction by fellow scientists (traceability of results)? YES 
7) Do the authors give proper credit to related work and clearly indicate their own new/original 
contribution? YES 
8) Does the title clearly reflect the contents of the paper? NO 
9) Does the abstract provide a concise and complete summary? YES 
10) Is the overall presentation well structured and clear? YES 
11) Is the language fluent and precise?  
YES12) Are mathematical formulae, symbols, abbreviations, and units correctly defined and 
used?  
YES13) Should any parts of the paper (text, formulae, figures, tables) be clarified, 
reduced,combined, or eliminated? MINOR CLARIFICATIONS TO METHODS 
14) Are the number and quality of references appropriate? YES 
15) Is the amount and quality of supplementary material appropriate? YES 
Reply: We changed the title and added a few clarifications to the methods section as discussed in 
detail in the individual comments above. 

 

Reviewer 2 

This is a well-written journal with appropriate content for HESS. I think this is a nice study, 
though I do have some suggestions related to the framing of the work and its discussion. This 
could be a very nice paper if the focus was actually on the calibration strategy. 
 
My comments are: 
[1] The title of the study suggests a wide-ranging assessment of different calibration strategies in 
the context of flood modelling. However, the study is essentially an assessment of the value of 
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using KGE for flood modelling. The actual focus is fine, but I think it should be reflected in the 
title of the manuscript to avoid confusion. 
Reply: Thank you for pointing out the mismatch between the title and the analyses performed. 
This point was also raised by reviewer 1 and we changed the title to: ‘Evaluating the suitability of 
hydrological models for flood impact assessments.’ This rephrasing removes the emphasis from 
model calibration, whose effect on model simulations has been assessed by Mizukami et al. 
(2019). 
Modification: Title 
 
[2] Given that the focus of the manuscript is on the calibration strategy, I was surprised to not 
find any details on what strategy was used to find the best KGE values? What algorithm was used 
etc would be helpful information for the reader to understand what has been done. While this 
might be covered in previous papers in detail, it would be good to see at least some basic 
description here as well. 
Reply: We specified that: ‘The model parameters were calibrated on streamflow observations by 
minimizing the 1-EKG by Melsen et al. (2018) using Sobol-based Latin hypercube sampling [Bratley 
and Fox, 1988] for SAC, HBV, and VIC and by Mizukami et al. (2019) for mHM using multi-scale 
parameter regionalization where the transfer function parameters were identified using the 
dynamically dimensioned search algorithm [Tolson and Shoemaker, 2007].’ 
Modification: l.74-77 
 
[3] It would also be helpful to have some calibration/validation results for each model to 
distinguish them at this point already (if they differ?). 
Reply: We provide validation results for each of the four models in Figure 2 and specify that:  

’Overall model performance decreases from mHM (median EKG 0.69), over SAC (median EKG 0.63) 
and VIC (median EKG 0.60) to HBV (median EKG 0.52).’ So yes, the models are already different if 
we just look at EKG before considering any specific flood metric. 
Modification: l.99-101 
 
[4] Section 3.1: Why is HBV so poor? Especially given its focus on snow/cold regions? 
Reply: It is difficult to say why exactly HBV is performing worse than the other three models in 
reproducing flood characteristics. We think that: ‘The overestimation of the number of events by 
HBV may be explained by its fast response to precipitation as expressed through its model 
parameter b, which introduced non-linearity to the system [Viglione and Parajka, 2020].’ and 
added this statement to the text. 
Modification: l.169-171 
 
[5] Section 3.1: I am a bit confused by this assessment. Are you assessing the model or the 
metric used for calibration? The paper title suggests that the focus is on the calibration strategy, 
so my question is why using the same calibration strategy results in different model 
performance? Significant differences between very similar models is surprising if the models 
have been calibrated in the same manner. 
Reply: We agree that the choice of the initial title could cause some confusion. Instead of 
comparing different calibration strategies as done in previous studies [Mizukami et al., 2019], we 
compare the representation of floods by different models calibrated with the same objective 
function. As mentioned above, we have changed the title in order to eliminate focus on the 
calibration strategy itself. Our results show that even if models are calibrated using a calibration 
metric supposedly putting a lot of weight on high flows, they may not necessarily well represent 
local and regional features of floods. 
Modification: Title 
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[6] Lines 224-225: But how do you know that if you only assessed one metric? The authors do a 
very nice job of including multiple models, but if the focus is on the calibration strategy, then 
why do you not include variability in how they calibrate the models? How can you make 
conclusions about the calibration strategy if you did not vary it. Would putting more weight on 
fitting the variability have produced a better fit to variability (using a weighted KGE)? You have 
this as a discussion point, but why is this not part of your actual study? 
Reply: As wrongly suggested by our initial title, the focus of this study is not supposed to be on 
the calibration strategy as the effect of the choice of an objective function on the quality of 
modeled flood flows has previously been assessed by Mizukami et al. (2019). They show that EKG 
leads to a better model performance with respect to flood flows than ENS, which is very often 
recommended for calibrating a model aimed at simulating flood peaks/high flows. We show that 
even if one uses the metric found to lead to the best flood representation by Mizukami et al. 
(2019), the reproduction of flood characteristics may still leave much to be desired. We rephrased 
this sentence to: ‘We illustrate that reliance on an individual calibration metric (EKG) can lead to 
simulation performance deficits for phenomena of interest, including an underestimation of 
streamflow variability and peak flood magnitudes and a misrepresentation of timing’ 
Modification: l.255-157 
 
[7] Line 236: But how do you know that? Maybe all the models have the same problem 
regardless of calibration metric used? Maybe you did not look hard enough for an optimum 
parameter set? 
Reply: Our results show that models do not perform equally well in simulating flood 
characteristics when calibrated with the same objective function. We therefore think that the 
statement ‘Our model comparison shows that all flood characteristics are not equally well 
represented by models calibrated with the widely used Kling–Gupta efficiency metric’ is justified. 
We acknowledge that these limitations may not solely be related to model structure: ‘These 
limitations may be related to input uncertainties [Te Linde et al., 2007], equifinality in process 
contributions for simulations with (very) similar efficiency scores, leading to an inability to 
unambiguously identify the appropriate relative process contributions [Khatami et al., 2019] or 
insufficient model calibration [Fowler et al., 2016]. 
Modification: l.251-254 
 
[8] Line 245: As stated above, I find it dissatisfying to make such a conclusion. Testing this 
suggestion is a very minor effort given the work already presented in this paper. 
Why can the authors not try this? This – to me – would be part of the main tests the authors 
should have done in this paper. You cannot test the implications of choices about the calibration 
strategy if you do not test different choices. Using multiple models does not compensate for this 
omission. 
Reply: As discussed above, the focus of this study was not supposed to be on a comparison of 
different model calibration strategies even though our initial title may have suggested otherwise. 
Rather, we wanted to show that using a calibration metric commonly recommended for model 
calibration in the case one is interested in floods may still lead to suboptimal model results. The 
development of an objective function targeted at optimizing local and spatial flood 
characteristics would be a study in itself. This is why we leave potential ways of improving 
calibration strategies to the discussion. 
 

Reviewer 3 
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Though I agree with the title of the manuscript and with the main conclusions on l.254-259 (see 
below), there are several serious deficiencies in the approach and interpretation of results. The 
study looks like an initial stage only: let us calibrate four models for many relatively small 
catchments in USA using one metric, EKG, to see, how well the models will reproduce local flood 
characteristics and spatial aspects of flooding, and how well would they be prepared for climate 
impact assessment. The conclusion is that the models calibrated on the Kling–Gupta efficiency 
alone have limited reliability in flood hazard assessments. Such "negative“ result could be 
expected, as there are several recent publications pointing on a necessity of comprehensive 
approaches for hydrological model calibration and evaluation (for mean flow and for extremes) 
and especially if they are intended for climate impact assessment (see e.g. Choi and Beven, 2007, 
Coron et al.,2012, Refsgaard et al., 2013, Thirel et al., 2015, Krysanova et al., 2018). Therefore, 
such an "initial stage“ of the study should be supplemented by application of an extended 
approach: for example, including at least some of the further steps suggested in the papers listed 
above, like multi-site and multi-variable calibration (mentioned in the manuscript), DSS test 
checking for contrasting climate sub-periods, testing specifically for indicators of interest, i.e. for 
high flows and floods. Then the study would be much more valuable. There are also other 
deficiencies in the applied approach and in the interpretation of the obtained results. Therefore, 
the manuscript should be rejected in its present form.  
Reply: Thank you for your time reviewing our manuscript. We agree that the results highlight 
model deficiencies in the representation of local and regional flood characteristics particularly 
under climate conditions different from the current ones. We also agree that some previous 
studies have tried to highlight the necessity to evaluate model transferability to conditions 
different from the ones we live in. Still, we are surprised by how many studies (including some of 
our own studies) use ENS or EKG as a single calibration and evaluation metric for flood studies (for 
ENS based calibration see e.g. [Hundecha and Merz, 2012; Köplin et al., 2014; Vormoor et al., 
2015; Wobus et al., 2017] and for EKG based calibration see e.g. [Brunner and Sikorska, 2018; 
Hirpa et al., 2018; Huang et al., 2018; Thober et al., 2018; Harrigan et al., 2020]. The aim of this 
study is to clearly communicate to the hydrologic modeling community that such a focus on a 
single metric may not result in an accurate representation of flood characteristics, particularly 
not in a spatial and climate change context. Our study should contribute to expanding awareness 
of such issues within a field that we observe continues to rely (too) strongly on the EKG  and like 
metrics alone.  We focused on EKG  because a previous study by [Mizukami et al., 2019] has shown 
that EKG  results in a more reliable representation of peak discharge than ENS.  

In all, we feel the presentation of multiple analyses of different aspects of model behavior for 
four models and hundreds of locations to shed further light on aspects of the simulations that are 
present but not directly indicated from a single EKG  score (which may be high) goes beyond an 
initial analysis. We do pay particular attention to the representation of spatial flood 
characteristics and the suitability of model setups in simulating floods under climate conditions 
different from the ones in the observations. To do so, we perform a resampling-based sensitivity 
analysis focusing on peak-over-threshold values, which has similar aims as the differential split 
sample test. We try to better explain this similarity by adding the following description to the 
introduction of this methodology: ‘To do so, we look at how models translate changes in event 
temperature and precipitation into changes in POT discharge by performing a resampling-based 
sensitivity analysis. This sensitivity analysis aims at evaluating whether a model is still reliable 
under climate conditions different from the ones used in model calibration similar to split-sample 
or differential split-sample calibration/validation schemes [Coron et al., 2012; Refsgaard et al., 
2014; Thirel et al., 2015].’  
Besides highlighting potential modeling challenges related to the representation of floods, our 
discussion section points out potential avenues for further model improvement including the use 
of more tailored model calibration strategies, giving more weight to the variability component of 
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an integrative metric, optimizing explicitly for key flood characteristics (e.g., peak flow, volume, 
timing) and/or metrics depicting the fidelity of the model representation of soil moisture and 
snowmelt, using a multi-objective model calibration process, or considering spatially distributed 
features of model response within a spatial calibration framework. This is thought as an 
encouragement to researchers who work on the development of innovative calibration 
techniques rather than an attempt to propose actual alternative calibration metrics ourselves. 
While we share the view that an expanded study which goes on to test the hypothesis that multi-
objective, signature-aware and other types of calibration approaches would lead to more 
suitable models for flooding and change studies, adding that evidence to this study is not feasible 
given the substantial effort and time involved.    
Modification: l.140-144 
 
Other major concerns: 
 
APPROACH 
l. 81-82: were driven with Daymet meteorological forcing (Thornton et al., 2012) and mHM with 
the forcing by Maurer et al. (2002):→how are they comparable with the observed climate? Was 
the comparison done or not? If not, it would be reasonable to do. 
Reply: Thank you for pointing out the need for clarification. Both the Daymet and Maurer 
datasets represent current climate conditions, were derived from observed precipitation and 
temperature, and have been shown to result in similar mean daily precipitation fields [Newman 
et al., 2015]. We specified that ‘All the models were driven with daily, spatially lumped 
meteorological forcing data representing current climate conditions: SAC, HBV, and VIC were 
driven with Daymet meteorological forcing (1km resolution) and mHM with the forcing by 
Maurer et al. (2002) (12km resolution) both derived from observed precipitation and 
temperature. So yes, they represent observed climate.’ 
Modification: l.86-88 
 
l. 82: SAC, HBV, and VIC were evaluated on the period 1985–2008:→and calibrated for which 
period? 
Reply: Melsen et al. (2018) ran the three models using a large number of parameter sets for the 
period 1985-2008. These parameter sets were generated by first sampling 100 base runs based 
on the average parameter values. Subsequently, they sampled each parameter 100 times by 
applying perturbations to the base runs. This implies that for each of the 605 basins, SAC was run 
1900 times, VIC 1800 times, and HBV 1600 times. From these runs, we here chose the best 
parameter set in terms of EKG, which represents the calibration step in a wider sense as the 
definition of calibration is identifying parameters. This procedure does not correspond to a 
classical calibration-validation scheme where the model is evaluated over a validation period 
independent of the calibration period but rather to a sampling procedure.  
 
l. 110-112:→would be good to express the relative error in %, and define thresholds for 
acceptable performance (e.g. based on literature) for all 3 indicators. For example, is a relative 
error of 25% acceptable or not? The thresholds could be shown in Fig. 3 by horizontal lines to 
enable distinguishing the good/acceptable and poor performances. Sec. 3.1:→to discuss 
performance based on the pre-defined thresholds 
Reply: We expressed the relative errors in Figure 3 in %. Defining a threshold for acceptable 
performance is a great idea. However, such an acceptability threshold is likely to depend on the 
problem at hand and a general threshold is therefore difficult to define.  
Modification: Figure 3 
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l. 116-118: a catchment is connected to another catchment if they share a certain number of 
events, i.e. at least 1% of the total or seasonal number of events:→is 1%of shared events really 
sufficient to define their connectivity??? Due to that, the whole section 3.2 is questionable. 
Reply: Thank you for expressing your concern and highlighting the need for clarification. We 
provide additional information on how many flood events were in the data set and how this 
translates into thresholds used: ‘To do so, we use the connectedness measure introduced by 
Brunner et al. (2020), which quantifies the number of catchments with which a specific 
catchment co-experiences floods. The number of concurrent flood events for a pair of stations is 
determined based on a data set consisting of the dates of flood occurrences across all 
catchments. This set is converted into a binary matrix which specifies for each catchment 
whether or not it is affected by a certain event. The matrix compiled using observed streamflow 
time series contained 1164 events among which 258 occur in winter, 291 in spring, 324 in 
summer, and 291 in fall. Following the definition used by Brunner et al. (2020), a catchment is 
connected to another catchment if they share a certain number of events. We here used an event 
threshold of 1% of the total or seasonal number of events to define connectedness (all months: 
12 events, seasons: 3 events).’ These values are similar to the absolute values used by Brunner et 
al. (2020) who used thresholds of 10 events for the annual and 5 events for the seasonal analysis. 
We consider these thresholds high enough to avoid defining a pair of stations as connected 
coincidentally. 
Modification: l.125-134 
 
l. 127: we generate surrogate time series of temperature, precipitation, and streamflow for each 
catchment by resampling the available hydrological years with replacement:→the procedure is 
not quite clear, and should be better explained!  
Reply: Thank you for pointing out the need to provide more specifics on the sampling strategy. 
We specify that: ‘To generate these series, we randomly sample a series of years with 
replacement in the period 1981-2008 which we use to compose time series consisting of the daily 
values corresponding to these years for each of the three variables’ 
Modification: l.145-146 
 
l. 202-203: "to assess each model’ suitability for climate impact assessments on floods“:→how 
the resampling could help to assess suitability? It would be better to test for contrasting climate 
sub periods, or to compare trends in discharge, high flows and POT series. 
Reply: This resampling procedure allows us to look at whether the models react to changes in 
mean event temperature and precipitation in the same way as the real world system. E.g. if 
higher observed event precipitation results in higher observed peak discharge, this should ideally 
be reflected in the modeling system which should show higher peak discharge for events with 
higher precipitation (i.e. the gradients derived from the observed and simulated response 
surfaces should be similar). If the model does not reproduce this behavior, its process 
representation in terms of floods is probably not ideal. We agree that differential split sample 
testing would be another way of looking at how transferable a model is to climate conditions, 
which differ from the ones used for calibrating and validating the model [Seibert, 2003]. 
However, we think that our resampling procedure goes beyond a split sample test because it 
enables analyzing gradients in the P-T-Q space instead of just comparing two periods that might 
differ with respect to certain characteristics. Within the observation period (1981-2008) less than 
5% of the 488 catchments show statistically significant trends in POT values according to the non-
parametric Mann-Kendall test. A comparison of observed vs. simulated trends is therefore not 
going to be a very useful evaluation metric with respect to the transferability of the model to 
changed climate conditions. 
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Sec. 3.3 and Fig.5:→Maybe to add correlation coefficients to better characterize the 
relationships? 
Reply: Thank you for this suggestion. We added Kendall’s rank correlation coefficients to each of 
the subplots to characterize the relationships between the pair of variables. 
Modification: Figure 5 
 
INTERPRETATION 
l. 145-146: "For most catchments, the number of flood events is relatively well simulated by 
most models“:→this is not evident, if a threshold is not defined. It is only visible that medians 
are close to zero for three models, and there is no under- or over-estimation for the whole set of 
40 – 176 catchments, but nothing more! After defining the threshold, the interpretation could be 
different! Besides, it would make sense to normalize over the number of catchments in every 
regime? And it would be reasonable to cut Y scale for (i) at -50 and +50, even if one box for HBV 
will not be fully visible. 
Reply: Thank you for these suggestions. We scaled the axis of panel (i) to -50 and +50. We 
indicate the number of catchments per regime in the figure caption to highlight that not all 
regimes have the same sample size. However, we do not understand your suggestion to 
normalize as each catchment represents one data point forming the boxplot. We agree that a 
threshold of model acceptability would be desirable and think that such a threshold would 
depend on the problem at hand. It is therefore difficult to define a generally valid threshold 
separating bad from good model performance. To not make any specific judgement, we rephrase 
the sentence and specify the actual error ranges for each of the models rather than talking about 
good and bad model performance in the updated version of the manuscript: ‘For most 
catchments, the median deviation between the simulated and observed number of flood events 
lies close to zero (SAC: -3 events, HBV: -1, VIC: -1, mHM: 0). However, the simulations result in 
over- and underestimations of the number of events depending on the catchment (1st and 3rd 
quartiles for SAC: -9, 4; HBV: -8, 15; VIC: -7, 6; mHM: -6, 6). The overestimation is strongest for 
HBV, which overestimates the number of events for catchments with intermittent, weak winter, 
and melt regimes.’ To still provide some guidance for the reader, we included different thresholds 
in Figure 2. For each model and regime, we broke up the results into three categories (and 
boxplots): all catchments, catchments with EKG > 0.5, and catchments with EKG > 0.7. For the last 
two categories, we provide the percentage of catchments in the regime under consideration 
exceeding the respective threshold. 
Modification: Figure 3; l.165-168; Figure 2 
 
l. 158: Over all seasons, most models show an acceptable performance (i.e. median error close 
to zero):→if the median error is close to zero, it does not mean that most models show an 
acceptable performance!!! It only means that there is no tendency to over- or underestimation 
for catchments in five regimes, nothing more! 
Reply: Good point. We agree that a median error of zero does not necessarily imply acceptable 
model performance as positive and negative errors can cancel out. We rephrase this sentence in 
a neutral tone: ‘Over all seasons, most models show a median error close to zero for flood 
connectedness. Flood connectedness can be over- and underestimated dependent on the 
catchment by most of the models while HBV overestimates spatial dependence in most 
catchments.’ 
Modification: l.183-185 
 
l. 156: Over all, there is no clear tendency of one model to perform better than the other ones. 
→Based on thresholds, this could be better visible. 
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Reply: This might be true with respect to a specific application, where one is interested in a 
specific regime or flood characteristic. We here intended to make a statement valid independent 
of a problem and therefore refrained from setting a ‘somewhat arbitrary’ threshold for model 
performance. As shown in Figures 3 and 4, SAC, VIC, and mHM perform similarly well regarding 
most of the flood characteristics assessed here and we therefore think that this statement is 
valid. We add that: ‘However, there are slight differences in model performance which suggests 
that a 'most suitable model' could be identified for a specific application at hand, where a certain 
region or variable is of interest.’ 
Modification: l.180-181 
 
l. 224-225: reliance on an individual calibration metric (EKG) rather than a broader suite of 
performance metrics can lead to simulation performance deficits for phenomena of interest, 
including an underestimation of streamflow variability:→Not only the metric, but the calibration 
approach is general!!! 
Reply: Yes, we agree with the reviewer, that the calibration approach/strategy, which includes 
the selection of time periods for training and validating model skill, screening for sensitive model 
parameters, and selecting a number of model evaluation metrics, includes a large number of 
subjective choices and might influence model results. We therefore based this manuscript on 
previously published work and we believe best possible calibration settings given past computer 
and resources availability. By changing the title and removing the work “calibration” from it, we 
believe to have removed the focus on any new calibration exercise/strategy.  
Modification: Title 
 
l. 238: the number of flood events in a simulation time series, which tend to verify 
well:→disagree, see above! 
Reply: We agree that a more nuanced statement is required here and rephrased the sentence to: 
‘The number of floods, flood magnitude, and timing are not always well captured by hydrological 
models in many catchments. The number of flood events were over- or underestimated 
depending on the catchment, flood magnitudes were underestimated by all models in most 
catchments, and the ability of the model to accurately reproduce event timing was proportional 
to the hydroclimatic seasonality.’ 
Modification: l.268-271 
 
l. 245-246: Such focus could be improved by giving more weight to the variability 
component of EKG →or including indicators of extremes in the calibration/validation!!! 
Reply: Yes, we tried to express this by writing: or by using a suite of appropriate and targeted 
metrics in a multi-objective framework. We rephrased this to: ‘or by including indicators of 
extremes in in a multi-objective framework when calibrating and validating the model.’ 
Modification: l.288-289 
 
Minor corrections needed:  
Fig. 1: catchments are indicated by the gauge location? 
Reply: Correct. We clarify this in the figure caption: ‘Map of the 488 catchments in the 
conterminous United States belonging to the five regime classes indicated by their gauge 
location.’ 
Modification: Figure 1 caption 
 
Fig. 2: for which period(s) is this statistics? 
Reply: These values refer to the period 1981-2008, which was specified in the figure caption. 
Modification: Figure 2 caption 
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l. 112: circular statistics??? 
Reply: We specify that: ‘circular statistics are suitable for defining central tendencies of variables 
with a cycle [Burn, 1997]. 
Modification: l.122 
 
Fig. 3: to explain what is represented by each box with whiskers: comparison for all catchments 
in a regime over which period: 1981-2008? To add this to the caption. 
Reply: We clarify in the figure caption that: ‘The errors were computed over the period 1981-
2008’, that we looked at ‘mean’ errors for magnitude and timing and that ‘The boxplots are 
composed of one value per catchment belonging to the respective regime class.’ 
Modification: Figure 3 caption 
 
l. 159-160: particularly in the Western part of the US:→not, in the middle part (intermittent 
regime) 
Reply: The Western part is actually correct. Because we do not explicitly show this, we removed 
this sub-sentence though. 
 
I agree with the authors on the following: 
l. 222-223: The results of this study indicate that the limited capability of hydrological models 
used in this study to reproduce observed hydrologic sensitivities during flooding may be related 
to insufficient model calibration: FULLY AGREE! 
l. 247: The spatial concern could be addressed by applying spatial calibration 
procedures:→Agree! 
l. 254-256: We conclude that calibration using only an individual model performance metric or 
variable can result in model implementations that have limited value for specific model 
applications, such as local and in particular spatial flood hazard analyses and change impact 
assessments: AGREE! 
l. 258: more comprehensive multi-objective and multi-variable calibration strategies are needed: 
AGREE! 
Reply: We are glad that we have some common ground here. 
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Abstract. Floods cause large damages, especially if they affect large regions. Assessments of current, local and regional

flood hazards and their future changes often involve the use of hydrologic models. However, uncertainties in simulated floods

can be considerable and yield unreliable hazard and climate change impact assessments. A reliable hydrologic model ideally

reproduces both local flood characteristics and spatial aspects of flooding, which is, however, not guaranteed especially when

using standard model calibration metrics. In this paper we investigate how flood timing, magnitude and spatial variability are5

represented by an ensemble of hydrological models when calibrated on streamflow using the Kling–Gupta efficiency metric, an

increasingly common metric of hydrologic model performance. We compare how four well-known models (SAC, HBV, VIC,

and mHM) represent (1) flood characteristics and their spatial patterns; and (2) how they translate changes in meteorologic

variables that trigger floods into changes in flood magnitudes. Our results show that both the modeling of local and spatial

flood characteristics is challenging as models underestimate flood magnitude and flood timing is not necessarily well captured.10

They further show that changes in precipitation and temperature are not necessarily well translated to changes in flood flow,

which makes local and regional flood hazard assessments even more difficult for future conditions. We conclude that models

calibrated on integrated metrics such as the Kling–Gupta efficiency alone have limited reliability in flood hazard assessments,

in particular in regional and future assessments, and suggest the development of alternative process-based and spatial evaluation

metrics.15

1 Introduction

Many studies use a hydrological model driven by present or future meteorological forcing data to derive flood estimates for

current and future conditions. However, data, model structure, and parameter uncertainties can be considerable (Clark et al.,

2016) especially when considering extreme events such as floods (Brunner et al., 2019b; Das and Umamahesh, 2018) and when

considering hydrological change. It is therefore challenging to produce statistically reliable estimates of future changes in flood20

hazard.
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A suitable model ideally reproduces different aspects of flooding, including local characteristics such as event magnitude

and timing. It has been shown, however, that capturing magnitude and timing is challenging when standard calibration metrics

are used individually for parameter estimation (Lane et al., 2019; Brunner and Sikorska, 2018; Mizukami et al., 2019). For

example, one widely-used metric that is considered integrative compared to others (e.g., bias, correlation) is the Nash–Sutcliffe25

efficiency (ENS; Nash and Sutcliffe 1970), where the sum-of-squares error metric focuses attention on high flows. However,

ENS is formulated so that its optimal value actually underestimates flow variability (Gupta et al., 2009). Using a related metric,

the Kling–Gupta efficiency (EKG; Gupta et al. 2009) can partially overcome this deficiency and improve simulations of peak

flows (Mizukami et al., 2019). Yet to achieve further improvement, a broader range of application-specific evaluation metrics

is typically required, including objectives that directly characterize hydrologic phenomena (or ’signatures’) such as peak flows,30

flood volumes and timing, recession rates, and seasonal hydrograph shape. Considering multiple objectives in a step-wise

calibration sequence, either manual or automated, is common in agencies that implement models for applications such as

flood forecasting (Hogue et al., 2000), and strengthens their ability to provide reliable flood predictions. The use of multiple

objectives, however, can lead to a decrease in performance with respect to any individual flow signature not considered as

an objective (Mizukami et al., 2019). Despite their deficiencies with respect to extremes, individual ’integrative’ standard35

calibration metrics such as ENS or EKG are often used in research modeling studies, even when the focus is on floods and their

future changes (for ENS based calibration see e.g. Hundecha and Merz 2012; Köplin et al. 2014; Vormoor et al. 2015; Wobus

et al. 2017 and for EKG based calibration see e.g. Harrigan et al. 2020; Hirpa et al. 2018; Huang et al. 2018; Thober et al. 2018;

Brunner and Sikorska 2018).

In addition to simulating the timing and magnitude of flow at individual catchments, it is also important to realistically40

reproduce spatial dependencies, i.e. the relationship of flood occurrence across gauging stations (Keef et al., 2013; De Luca

et al., 2017; Berghuijs et al., 2019). An over- or underestimation of spatial dependencies across a network of gauging stations

in regional flood hazard and risk assessments has been shown to under- or overestimate regional damage, respectively (Lamb

et al., 2010; Metin et al., 2020). Prudhomme et al. (2011) have shown for a set of large-scale hydrological models that simulated

high flow episodes are less spatially coherent than observed events. Despite their high relevance for impact, the spatial aspects45

of flooding have often been overlooked in past simulation studies.

In this paper we explore the suitability of hydrological models for local and regional flood hazard assessments under current

and future conditions if calibrated with the commonly used EKG, which has been shown to result in more accurate flood peak

representations than ENS in a recent study by Mizukami et al. (2019). We evaluate the extent to which hydrological models

calibrated against this common individual calibration metric reproduce (1) local flood characteristics (e.g. flood magnitude50

and timing at any given gauging station), (2) spatial dependencies in flooding, and (3) relationships between changes in flood

triggering variables and changes in flood magnitude. We assess which aspects of hydrological models may need to be improved

if we want to bring hazard and change impact assessments to a point where we can make more reliable assessments of regional

flood hazard and future changes in local and spatial flood characteristics.

For this assessment, we look at the model output of four widely used hydrological models (Addor and Melsen, 2019), namely,55

the Sacramento Soil Moisture Accounting model (SAC-SMA; Burnash et al., 1973) combined with SNOW–17 (Anderson,
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Figure 1. a) Map of the 488 catchments in the conterminous United States belonging to the five regime classes indicated by their gauge

location: 1) Intermittent, 2) weak winter, 3) strong winter, 4) New Year’s, and 5) melt. b) Median regime per regime class (colored lines) and

variability of regimes within a class (on line per catchment, grey) (Brunner et al., 2020b).

1973), the Hydrologiska Byråns Vattenbalansavdelning model (HBV; Bergström, 1976), the Variable Infiltration Capacity

model (VIC; Liang et al., 1994), and the mesoscale hydrologic model (mHM; Kumar et al., 2013; Samaniego et al., 2010).

Identifying and documenting model weaknesses regarding regional and future flooding will highlight avenues for future model

development and reveal potential deficiencies of a calibration strategy often applied for research studies on floods.60

2 Data and Methods

To study how local and spatial flood characteristics are reproduced by hydrological models calibrated on streamflow using the

individual calibration metric,EKG, we compare observed to simulated flood event characteristics for a set of 488 catchments in

the conterminous United States that have minimal human impact and catchment areas ranging from 4 to 2000 km2 (Figure 1a)

(Newman et al., 2015). The dataset comprises catchments with a wide range of climate and streamflow characteristics ranging65

from catchments with intermittent regimes and a very weak seasonality to catchments with a very strong seasonal cycle under

the influence of snow (New Year’s and melt regimes; Figure 1b; Brunner et al. 2020b). Observed streamflow time series are

available from the U.S. Geological Survey (USGS, 2019).

2.1 Model simulations

We use daily streamflow simulations for the period 1981-2008 generated with four well-known hydrological models (Addor70

and Melsen, 2019) offering different model structures and complexity: the lumped SAC model (Figure A1; Burnash et al.,
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1973), the lumped HBV model (Figure A2; Bergström, 1976), the lumped version of the VIC model (Figure A3; Liang et al.,

1994), and the grid-based, distributed mesoscale hydrologic model mHM (Figure A4; Kumar et al., 2013; Samaniego et al.,

2010). The model parameters were calibrated on streamflow observations by minimizing EKG by Melsen et al. (2018) using

Sobol-based Latin hypercube sampling (Bratley and Fox, 1988) for SAC, HBV, and VIC and by Mizukami et al. (2019) for75

mHM using multi-scale parameter regionalization where the transfer function parameters were identified using the dynamically

dimensioned search algorithm (Tolson and Shoemaker, 2007). EKG is defined as:

EKG(Q) = 1−
√
[sρ · (ρ− 1)]2 + [sα · (α− 1)]2 + [sβ · (β− 1)]2, (1)

where ρ is the correlation between observed and simulated runoff, α is the standard deviation of the simulated runoff divided

by the standard deviation of observed runoff, and β is the mean of the simulated runoff, divided by the mean of the observed80

runoff. sρ, sα, and sβ are scaling parameters enabling a weighting of different components. When used individually, EKG has

been found to result in a better performance for annual peak flow simulation than the long-standing and related hydrologic

model evaluation metric Nash–Sutcliffe efficiency (ENS) (Mizukami et al., 2019).

For SAC, Melsen et al. (2018) calibrated and evaluated 18 out of the 35 parameters available in the coupled Snow-17

and SAC-SMA modeling system, for HBV 15 parameters, for VIC 17 parameters, and for mHM Rakovec et al. (2019) and85

Mizukami et al. (2019) calibrated and evaluated up to 48 parameters. All the models were driven with daily, spatially lumped

meteorological forcing data representing current climate conditions: SAC, HBV, and VIC were driven with Daymet meteoro-

logical forcing (1km resolution; Thornton et al., 2012) and mHM with the forcing by Maurer et al. (2002) (12km resolution)

both derived from observed precipitation and temperature. SAC, HBV, and VIC were calibrated and evaluated on the period

1985–2008 while mHM was calibrated on the period 1999–2008 and evaluated on the period 1989-1999. After calibration, all90

four models were run for the period 1980–2008 (calendar years), where the period 1980-1981 was here used for spin-up and

therefore discarded from the analysis.

Model performance in terms of EKG varies spatially and is related to the hydrological regime (Figure 2). It is overall lowest

for catchments with intermittent regimes and a weak seasonality and highest for catchments with a strong seasonality such

as a melt and New Year’s regime. However, there is a high within-class variability in model performance. The finding that95

intermittent regimes are challenging to model successfully is well known in hydrology and reproduced in many studies, e.g.,

Unduche et al. (2018), who show that hydrological modeling on Prairie watersheds is very complex (Hay et al., 2018). Inter-

mittent regimes may suffer in calibration if they rely solely on correlation-type measures because their day to day variation is

more difficult to reproduce than a more pronounced and regular seasonality. Overall model performance decreases from mHM

(median EKG 0.69), over SAC (median EKG 0.63) and VIC (median EKG 0.60) to HBV (median EKG 0.52). In addition to100

streamflow, we use areal precipitation and simulated soil moisture to explain potential differences in model performance.
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Figure 2. Model performance in terms of EKG over the period 1981–2008 for the four models SAC (S), HBV (H), VIC (V), and mHM (M)

per hydrological regime: intermittent (114 catchments), weak winter (108), strong winter (176), New Year’s (50), and melt (40). For each

model and regime, three boxplots are shown: all catchments, catchments with EKG > 0.5, and catchments with EKG > 0.7. The percentage

[-] of catchments of a regime class above the corresponding threshold is indicated below the 0 line.

2.2 Model evaluation for floods

We compare local and spatial flood characteristics extracted from the observed time series to those of the series simulated with

the four models for the period 1981–2008.

2.2.1 Flood event identification105

Flood events are identified for each of the five time series (one observed, four simulated) using a peak-over-threshold (POT)

approach similar to the one used in Brunner et al. (2019a, 2020b). This approach consists of two main steps and results in two

data sets each, which are used for the local and spatial analysis, respectively: (1) POT events in individual catchments and (2)

event occurrences across all catchments. In Step 1, independent POT events are identified in the daily discharge time series of

the individual catchments using the 25th percentile of the corresponding time series of annual maxima as a threshold (Schlef110

et al., 2019) and by prescribing a minimum time lag of 10 days between events (Diederen et al., 2019). This procedure results

in a first quartile of 36, a median of 40, and a third quartile of 47 events identified per basin. In Step 2, a data set consisting of

the dates of flood occurrences across all catchments is compiled. This set is converted into a binary matrix which specifies for

each catchment (columns) whether or not it is affected by a specific event (rows). We consider a catchment to be affected by a

certain event if it experiences an event within a window of ± 2 days of that event to take into account travel times. In addition115
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to a binary matrix over all events, we set up seasonal binary matrices (winter: Dec–Feb, spring: Mar-May, summer: June–Aug,

fall: Sept–Nov).

2.2.2 Flood characteristics at individual sites

We use the data sets resulting from Step 1, the POT events at individual catchments, to evaluate how well the models reproduce

flood statistics at individual sites. We focus on the total number of events n (actual error: ns−no, where s represents simulations120

and o observations), magnitude in terms of mean peak discharge x (relative error: (xs −xo)/xo), and mean timing (absolute

error: circular statistics suitable for defining central tendencies of variables with a cycle (Burn, 1997)).

2.2.3 Spatial flood dependence

We then use the data sets resulting from Step 2 to evaluate how models reproduce overall and seasonal spatial flood depen-

dence. To do so, we use the connectedness measure introduced by Brunner et al. (2020a), which quantifies the number of125

catchments with which a specific catchment co-experiences floods. The number of concurrent flood events for a pair of stations

is determined based on a data set consisting of the dates of flood occurrences across all catchments. This set is converted into

a binary matrix which specifies for each catchment whether or not it is affected by a certain event. The matrix compiled using

observed streamflow time series contained 1164 events among which 258 occur in winter, 291 in spring, 324 in summer, and

291 in fall. Following the definition used by Brunner et al. (2020a), a catchment is connected to another catchment if they130

share a certain number of events. We here used an event threshold of 1% of the total or seasonal number of events to define

connectedness (all months: 12 events, seasons: 3 events). We computed actual errors in flood connectedness by subtracting

observed from simulated connectedness over all seasons and per season.

2.2.4 Flood triggers

To explain potential differences in model performance, we look at the relationship of simulated peak discharge with the two135

flood triggers: precipitation and soil moisture on the day of flood occurrence. We focus on the day of occurrence because time

of concentration is typically small for small headwater basins (USDA-NRCS, 2010).

2.2.5 Floods under change

In addition to assessing model performance under current climate conditions, we would like to understand potential, additional

challenges arising when interested in future conditions. To do so, we look at how models translate changes in event temper-140

ature and precipitation into changes in POT discharge by performing a resampling-based sensitivity analysis. This sensitivity

analysis aims at evaluating whether a model is still reliable under climate conditions different from the ones used in model

calibration similar to split-sample or differential split-sample calibration/validation schemes (Coron et al., 2012; Refsgaard

et al., 2014; Thirel et al., 2015). To perform this sensitivity analysis, we generate surrogate time series of temperature, precip-

itation, and streamflow for each catchment (Wood et al., 2004; Brunner et al., 2020b). To generate these series, we randomly145
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sample a series of years with replacement in the period 1981–2008 which we use to compose time series consisting of the

daily values corresponding to these years for each of the three variables. For each of the surrogate series, we again extract

POT flood events using the same procedure as described under Step 1. For each of the extracted events we then determine

temperature and precipitation. We use the sets of peak discharge, event temperature and event precipitation to compute mean

event discharge, temperature, and precipitation, which enables the derivation of a relationship between mean POT discharge150

and the two meteorological variables during events. We repeat the resampling n= 500 times to derive a relationship between

changes in mean event temperature and precipitation and changes in mean POT streamflow. This resampling experiment results

in a response surface of POT discharge spanned by mean event temperature and mean event precipitation for each catchment.

We summarize the results obtained at individual locations by computing horizontal and vertical sensitivity gradients on these

reaction surfaces using a linear regression model. The horizontal gradient describes the strength of POT discharge changes in155

response to event temperature changes while the vertical gradient describes the strength of change in response to changes in

event precipitation. Conducting this experiment for both observed and simulated time series allows for the determination of

whether the models react to changes in mean event temperature and precipitation in the same way as the real world system

and are therefore suitable for the use in climate change impact assessments on floods. If models produce different climate

sensitivities than the ones seen in the observations, the use of models to simulate sets of flood events for future conditions may160

preclude reliable change assessments.

3 Results

3.1 Flood characteristics at individual sites

Model performance at individual sites with respect to the number of events, event magnitude, and timing varies by model and

hydrological regime type (Figure 3). For most catchments, the median deviation between the simulated and observed number165

of flood events lies close to zero (SAC: -3 events, HBV: -1, VIC: -1, mHM: 0). However, the simulations result in over- and

underestimations of the number of events depending on the catchment (1st and 3rd quartiles for SAC: -9, 4; HBV: -8, 15; VIC:

-7, 6; mHM: -6, 6). The overestimation is strongest for HBV, which overestimates the number of events for catchments with

intermittent, weak winter, and melt regimes (Brunner et al., 2020b). The overestimation of the number of events by HBV may

be explained by its fast response to precipitation as expressed through its model parameter β, which introduces non-linearity170

to the system (Viglione and Parajka, 2020). Event magnitude in terms of peak discharge is generally underestimated for all

regime types independent of the model. Underestimation is in line with previous studies showing that using EKG individually

results in an underestimation of peak flow (Mizukami et al., 2019) due to an underestimation of variability, which will result in

an under-representation of extremes (Katz and Brown, 1992). Another factor potentially contributing to this underestimation

is that the models were forced with spatially lumped instead of distributed data, which may smooth the simulated discharge175

response.

Absolute flood timing errors are present in all models. They are the highest in catchments with intermittent regimes with a

high variability in flood timing and low in catchments with a New Year’s and melt regime where the flood season is limited to
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a few months (Brunner et al., 2020a). Over all, there is no clear tendency of one model to perform better than the other ones.

However, there are slight differences in model performance which suggests that a ’most suitable model’ could be identified for180

a specific application at hand, where a certain region or variable is of interest.

3.2 Spatial flood dependencies

Over all seasons, most models show a median error close to zero for flood connectedness. Flood connectedness can be over-

and underestimated dependent on the catchment by most of the models while HBV overestimates spatial dependence in most

catchments (Figure 4). Seasonally, most models over- or underestimate spatial dependence in certain regions. In winter, con-185

nectedness is overestimated by most models except for VIC and the strength of overestimation is strongest for HBV. In spring,

most models tend to underestimate spatial dependence except for HBV that results in an overestimation of spatial dependence

for catchments with an intermittent regime. The overestimation of spatial dependence in winter for all regimes except the melt

regime is likely related to higher simulated than observed snowmelt as high soil moisture and snow availability have been

shown to increase spatial flood connectedness (Brunner et al., 2020a). Related to this, the underestimation of spatial connect-190

edness in spring may be related to the subsequent missing snowmelt contributions. Spatial connectedness in summer has been

shown to be generally weak due to the occurrence of localized, convective events (Brunner et al., 2020a), which is reflected by

most models except for HBV in the case of intermittent and melt regimes. Spatial flood connectedness has also been shown to

be weak in fall (Brunner et al., 2020a) but is overestimated by most models. Connectedness overestimation by HBV is most

pronounced for catchments with an intermittent regime. Otherwise, connectedness over-/underestimation seems to be indepen-195

dent of the regime. The finding that there is room for improvement regarding the representation of spatial flood dependencies

is in line with previous studies showing that large-scale hydrological models have a weakness in reproducing regional aspects

of floods (Prudhomme et al., 2011).

3.3 Flood triggers

The differences in model performance regarding local and spatial flood characteristics may be partially explained by differences200

in their structure and how they transform precipitation into runoff. Figure 5 shows how simulated peak discharge is related to

event precipitation, event precipitation plus snowmelt, and simulated soil moisture over all catchments for the four hydrologic

models. The SAC and VIC models show similar simulated relationships for all three variable pairs. There is a positive relation-

ship between peak discharge and precipitation and peak discharge and rainfall plus snowmelt, i.e. the higher the precipitation

input or rainfall and snowmelt combined, respectively, the higher the resulting peak discharge. This relationship is slightly205

more expressed for VIC than for SAC. In both models, soil moisture and event magnitude are also positively related with lower

peak values potentially associated with lower soil moisture states than more severe events. The peak discharge–precipitation

relationship of HBV and mHM is less straightforward than the one of SAC and VIC. HBV and mHM also show high dis-

charge when precipitation input is high, but may in some cases still produce high discharge values even for low precipitation

inputs. Such low precipitation inputs can also lead to high peak discharge for SAC but to a lesser degree than HBV and mHM.210

However, peak discharge and rainfall plus snowmelt show a strong linear relationship, i.e. the higher the combined rainfall and
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Figure 5. Simulated relationships between normalized flood discharge (Q) and normalized precipitation (i, P ), rainfall and snowmelt (ii,

R+M ), and soil moisture (iii, SM , upper two soil layers for mHM) over all catchments represented by a binned scatter plot for the four

hydrologic models (1) SAC, (2) HBV, (3) VIC, and (4) mHM. The darker the color, the higher the number of points within a bin (one point

per catchment and event). Kendall’s correlation coefficients are provided in the upper right corners of the subplots.
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snowmelt input to the system, the higher is peak discharge. High flows are in most cases related to nearly full storage states but

can occasionally also be triggered when soil moisture is low for SAC and VIC and to a lesser degree for HBV. These two types

of responses may be related to differences in model behavior. VIC and SAC show more linearity in their event precipitation and

peak discharge relationship than HBV and mHM, possibly because VIC and SAC have the capability to generate surface runoff215

when precipitation intensity exceeds infiltration capacity (Burnash et al., 1973; Liang et al., 1994). In this case, incoming pre-

cipitation is directly translated into flood discharge. In contrast, HBV and mHM, which is based on the HBV model structure

(Kumar et al., 2013), do not include a surface runoff component and all discharge originates in the model stores (Bergström,

1976). This introduces a non-linearity in model response and may explain why a smaller precipitation input may still generate

high peak flows in these models.220

We here show that model performance to some degree depends on model choice and that many different combinations of

forcing and model states can simulate floods. In addition, model performance may depend on the uncertainty of streamflow

observations (McMillan et al., 2010) used for calibrating and evaluating the model or on input uncertainty, i.e. the precipitation

product used to drive the models (Te Linde et al., 2007). Precipitation products may show observation uncertainties (Mcmillan

et al., 2012) and underestimate extreme rainfall or the spatial dependence of extreme precipitation at different locations because225

spatial smoothing or averaging during the gridding process reduces variability (Risser et al., 2019). The importance of input

uncertainty is particularly pronounced if we are interested in future changes because of climate model and scenario uncertainty

(Chen et al., 2014; Lopez-Cantu et al., 2020).

3.4 Floods under change

In addition to looking at how well local and spatial flood characteristics are represented by models, we look at how changes230

in temperature and event precipitation are translated into changes in flood flows to assess each models’ suitability for climate

impact assessments on floods. Our sensitivity analysis shows that the models have difficulty translating changes in event

temperature and precipitation into sensitivities of flood flows (Figure 6), which can be problematic if we would like to use

such models in climate change assessments. Generally, flood flows show a relatively low sensitivity to changes in mean event

precipitation and temperature. This is in contrast to the behavior for mean flow, which is strongly influenced by changes in235

mean precipitation as demonstrated in a similar experiment by Brunner et al. (2020b). The much stronger relationship between

mean precipitation and flow than between event precipitation and flow might arise because mean flow is a climate signal

(Knoben et al., 2018), whereas floods are more an event (higher frequency, short-term) signal. However, some catchments,

e.g. the Tucca Creek (New Year’s regime) show a clear relationship between peak magnitude and both event temperature and

precipitation. While these relationships are captured for some catchments (e.g. Blackwater River, weak winter regime or Tucca240

Creek, New Year’s regime), they aren’t in other catchments. The simulated sensitivities may even point in another direction

than the observed ones (e.g. Pacific Creek, melt regime). In the case of melt regimes, the misrepresentation of flood sensitivities

by models suggests that they may have difficulty simulating snow-influenced flooding.

This relatively poor model performance in capturing observed flood sensitivities can be generalized to the larger set of

catchments studied here (Figure 7). Temperature sensitivities are found to be positive or negative, i.e. an increase in temperature245

12



12.9 14.8 16.6 18.5

15.8
19.1
22.4
25.7
29.0
32.3
35.6
39.0
42.3
45.6

2.9
3.5
4.0
4.6
5.2
5.7
6.3
6.9
7.4
8.0

12.2 14.2 16.3 18.3

44.0
45.8
47.7
49.6
51.5
53.3
55.2
57.1
59.0
60.8

4.46
4.68
4.91
5.13
5.36
5.59
5.81
6.04
6.26
6.49

11.4 13.5 15.6 17.7

18.1
20.1
22.1
24.0
26.0
28.0
29.9
31.9
33.9
35.8

8.7
11.0
13.2
15.5
17.8
20.0
22.3
24.6
26.9
29.1

13.7 15.3 17.0 18.6

41.5
44.4
47.2
50.0
52.8
55.7
58.5
61.3
64.1
67.0

10.3
11.1
12.0
12.8
13.6
14.5
15.3
16.1
16.9
17.8

11.3 12.6 13.9 15.2

42.8
45.5
48.2
51.0
53.7
56.4
59.1
61.9
64.6
67.3

23.3
25.0
26.7
28.5
30.2
31.9
33.6
35.3
37.0
38.8

11.2 13.1 15.1 17.0 18.6

40.1
43.2
46.2
49.3
52.4
55.4
58.5
61.6
64.7
67.7

14.6
15.7
16.9
18.0
19.1
20.2
21.4
22.5
23.6
24.7

3.1 3.5 4.0 4.4 4.8

28.4
32.6
36.9
41.1
45.4
49.6
53.9
58.1
62.4
66.7

44.9
46.0
48.1
50.3
52.4
54.5
56.7
58.8
60.9
63.1

2.0 2.5 3.0 3.4 3.9

14.9
17.4
19.9
22.4
24.9
27.4
29.9
32.4
34.9
37.4

34.6
35.7
36.9
38.1
39.3
40.4
41.6
42.8
43.9
45.1

4.1 5.8 7.4 9.1 10.8

2.8
3.8
4.8
5.8
6.8
7.9
8.9
9.9

10.9
11.9

24.6
25.5
26.3
27.1
27.9
28.7
29.5
30.3
31.2
32.0

7.0 7.9 9.1 10.6 12.1

1.1
1.6
2.1
2.6
3.1
3.7
4.2
4.7
5.2
5.7

18.9
19.7
20.4
21.2
21.9
22.7
23.4
24.1
24.9
25.6

●

●●

●
●

(i) Observations (ii) Simulations (i) Observations (ii) Simulations
(a) Intermittent regime (b) Weak winter regime 

(c) Strong winter regime

M
ea

n 
ev

en
t P

 [m
m

]

Mean event T [degrees] Mean event T [degrees]

M
ea

n 
ev

en
t  

P 
[m

m
]

M
ea

n 
ev

en
t P

 [m
m

] 

Mean Q
[mm/d]

Mean event  T [degrees] Mean event T [degrees]

Mean Q
[mm/d]

(d) New−Year’s regime

(e) Melt regime

Figure 6. Climate sensitivity analysis for the VIC model: Dependence of mean POT magnitude (Q) on mean flood event precipitation (1-day;

P ) and mean flood temperature (T ) for five example catchments, those with the best EKG per regime type: intermittent regime (green; USGS

ID 09210500 Fontanelle Creek near Fontanelle, WY; EKG = 0.78), weak winter regime (yellow; USGS ID 02369800 Blackwater River near

Bradley, AL; EKG = 0.83), strong winter regime (blue; USGS ID 11522500 Salmon River above Somes, CA; EKG = 0.84), New Year’s

regime (pink; USGS ID 14303200 Tucca Creek near Blaine, OR; EKG = 0.9), and melt regime (purple; USGS ID 13011500 Pacific Creek

at Moran, WY; EKG = 0.92). Grid axes and grey scales differ between plots where darker colors indicate higher flood magnitudes.
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Figure 7. Observed vs. simulated (i) horizontal (temperature) and (ii) vertical (precipitation) climate sensitivities for floods represented

by two-dimensional kernel density estimates for the four models (1) SAC, (2) HBV, (3) VIC, and (4) mHM for the five regime types:

intermittent (114 catchments), weak winter (108), strong winter (176), New Year’s (50), and melt (40) (Figure 1). Positive and negative

values indicate positive and negative associations of precipitation and temperature with peak flow, respectively. Values on the dashed line

indicate correspondence between observed and modeled sensitivity gradients.

could lead to an increase or decrease of peak flow depending on the catchment. In general, these temperature sensitivities are

relatively weak (i.e. gradients are close to zero), which may be the reason why they are difficult to capture. In contrast,

precipitation sensitivities are mostly positive, i.e. an increase in event precipitation leads to an increase in peak flow. However,

the strength of these sensitivities is underestimated by all models, i.e. a change in precipitation leads to a too small change in

peak flow. This underestimation of sensitivity can be understood by the underestimation of flood magnitude in general.250

The results of this study indicate that the hydrological models used in this study have limited capability in reproducing ob-

served hydrologic sensitivities during flooding. These limitations may be related to input uncertainties (Te Linde et al., 2007),

equifinality in process contributions for simulations with (very) similar efficiency scores, leading to an inability to unambigu-

ously identify the appropriate relative process contributions (Khatami et al., 2019) or insufficient model calibration (Fowler

et al., 2016). We illustrate that reliance on an individual calibration metric (EKG) can lead to simulation performance deficits255

for phenomena of interest, including an underestimation of streamflow variability (Mizukami et al., 2019) and peak flood
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magnitudes and a misrepresentation of timing. As is evident in some existing practice-oriented applications of hydrological

models (Hogue et al., 2000; Unduche et al., 2018; World Meteorological Organization, 2011), the simulation of floods and

other hydrologic phenomena is likely to be improved by using more tailored model calibration strategies. The former would

include either giving more weight to the variability component of an integrative metric such as the EKG (Pool et al., 2017;260

Mizukami et al., 2019); whereas the latter might include optimizing explicitly for key flood characteristics (e.g., peak flow,

volume, timing) and/or metrics depicting the fidelity of the model representation of soil moisture and snowmelt, within a

multi-objective model calibration process (Moussa and Chahinian, 2009; Sikorska et al., 2018; Sikorska-Senoner et al., 2020).

The spatial representation of extremes may also be improved by considering spatially distributed features of model response

within a spatial calibration framework (Dembélé et al., 2020; Koch et al., 2018).265

4 Conclusions

Our model comparison shows that all flood characteristics are not equally well represented by models calibrated with the

widely used Kling–Gupta efficiency metric. The number of floods, flood magnitude, and timing are not always well captured

by hydrological models in many catchments. The number of flood events were over- or underestimated depending on the

catchment, flood magnitudes were underestimated by all models in most catchments, and the ability of the model to accurately270

reproduce event timing was proportional to the hydroclimatic seasonality. These model deficiencies in reproducing local flood

characteristics, especially timing, can lead to a misrepresentation of spatial flood dependencies, particularly in winter, because

the temporal and spatial dimension of flooding are closely linked. We therefore conclude that the representation of magnitude,

timing and spatial connectedness can be improved. The limited capability of the models in reproducing local and spatial flood

characteristics is partly attributed to a reliance of the calibration on an individual variable (streamflow) and calibration metric275

(EKG). While EKG is integrative of certain properties (bias, variance, correlation), it does nonetheless not explicitly focus on

high flow values, their spatial dependencies, or processes generating high flow values. Such focus could be improved by giving

more weight to the variability component of EKG, if a single metric is used, or by including indicators of extremes in in a

multi-objective framework when calibrating and validating the model. The spatial concern could be addressed by applying

spatial calibration procedures. Such steps are recommended if we would like to improve the reliability of local and regional280

flood hazard assessments.

Our sensitivity analysis also shows that climate sensitivities of floods, especially to changes in precipitation, are not well

represented in models even if the model can be deemed ’well-calibrated’ via the individual EKG metric. These sensitivities are

generally underestimated by models independent of the geographical areas considered, i.e. an increase in event precipitation

may not be translated into a strong enough increase in flood peak. The mis-estimation of these sensitivities may undermine the285

reliability of future flood hazard assessments relying on such models.

We conclude that calibration using only an individual model performance metric or variable can result in model implemen-

tations that have limited value for specific model applications, such as local and in particular spatial flood hazard analyses and

change impact assessments. Despite its shortcomings, this practice has become increasingly more common and accepted in
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the research literature. Yet, our analysis illustrates that the development and adoption of more comprehensive multi-objective290

and multi-variable calibration strategies are needed to significantly improve model performance regarding floods under both

current and future climate conditions.

Data availability. Observed streamflow measurements were made accessible by the USGS and can be downloaded via the website https://

waterdata.usgs.gov/nwis. Simulated streamflow, precipitation, and storage time series can be requested from Lieke Melsen (lieke.melsen@wur.nl)

for the SAC, HBV, and VIC models and for the mHM model from Oldrich Rakovec (oldrich.rakovec@ufz.de).295

Appendix A: Model illustrations

This section provides illustrations of the model structures used in this work. Model schematics summarize the model states and

fluxes. Schematics and equations use model-specific names as they are used in the model code. For clarity, these descriptions

do enforce that fluxes are shown in lower case and states in upper case. The model diagrams are based on:

– Snow17/SAC-SMA: analysis of the model’s description (National Weather Service NOAA, 2002): https://www.nws.300

noaa.gov/oh/hrl/general/chps/Models/Sacramento_Soil_Moisture_Accounting.pdf and source code.

– TUW HBV: analysis of the model’s source code (Viglione and Parajka, 2020).

– VIC: descriptions of VIC in Melsen et al. (2018); Melsen and Guse (2019) and on analysis of the v4.1.2h source code

(https://github.com/UW-Hydro/VIC/releases/tag/VIC.4.1.2.h).

– mHM: analysis of the model’s source code (https://git.ufz.de/mhm/mhm/-/tree/5.7) and a diagram provided in (Kumar305

et al., 2010).
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Figure A1. Structure of the Snow17/SAC-SMA model. Fluxes: precipitation (precip), snow, rain, snowmelt (melt), refreeze, snowpack

outflow, evapotranspiration (E1, E2, and E3), tension refill, surface runoff, interflow percolation, baseflow, simulated discharge (Q). States:

snow-water-equivalent (SWE), liquid water content (LWC), (UZTWC), upper zone free water contents (UZFWC), lower zone tension water

contents (LZTWC), lower zone free primary contents (LZFPC), lower zone free supplemental contents (LZFSC).
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A2 TUW-HBV
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Figure A2. Structure of the TUW HBV model. Fluxes: precipitation (precip), snow, rain, snowmelt (melt), actual evapotranspiration (eta),

runoff (dq), surface runoff (q0), subsurface runoff (q1), baseflow (q2), simulated runoff (qg), simulated discharge (dquh), input from upper

to lower storage (slzin). States: snow-water-equivalent (SWE), soil moisture (MOIST), upper storage zone (SUZ), lower storage zone (SLZ).
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Figure A3. Fluxes: precipitation (precip), energy, snow, rain, variable infiltration, evaporation and transpiration, infiltration excess, baseflow,

percolation, transpiration, simulated runoff (Q). Storage: snow layer 1 (Snow 1), snow layer 2 (Snow 2), soil layer 1 (Soil 1), soil layer 2

(Soil 2), soil layer 3 (Soil 3).
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Figure A4. Fluxes: precipitation (precip), evapotranspiration (evap), throughfall, snow, rain, snowmelt (melt), runoff, fast interflow, slow

interflow, percolation, baseflow, karstic loss/gain, simulated discharge (Q). Storage: Interception storage (X1), snow pack (X2), soil moisture

storage (X3), impervious surface storage (X4), unsaturated zone (X5), saturated zone (X6), routing (X7).
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