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Abstract: Although the parameters of hydrological models are usually regarded as 1 

constant, temporal variations can occur in a changing environment. Thus, effectively 2 

estimating time-varying parameters becomes a significant challenge. Two methods, 3 

including split-sample calibration (SSC) and Data assimilation, have been used to 4 

estimate time-varying parameters. However, SSC is unable to consider the parameter 5 

temporal continuity, while Data assimilation assumes parameters vary at every time-6 

step. This study proposed a new method that combines (1) the basic concept of split-7 

sample calibration (SSC), whereby parameters are assumed to be stable for one sub-8 

period, and (2) the parameter continuity assumption, i.e., the differences between 9 

parameters in consecutive time steps are small. Dynamic programming is then used to 10 

determine the optimal parameter trajectory by considering two objective functions: 11 

maximization of simulation accuracy and maximization of parameter continuity. The 12 

efficiency of the proposed method is evaluated by two synthetic experiments, one with 13 

a simple two-parameter monthly model and the second using a more complex 15-14 

parameter daily model. The results show that the proposed method is superior to SSC 15 

alone, and outperforms the ensemble Kalman filter if the proper sub-period length is 16 

used. An application to the Wuding River basin indicates that the soil water capacity 17 

parameter varies before and after 1972, which can be interpreted according to land use 18 

and land cover changes. A further application to the Xun River basin shows that 19 

parameters are generally stationary on an annual scale, but exhibit significant changes 20 

over seasonal scales. These results demonstrate that the proposed method is an effective 21 

tool for identifying time-varying parameters in a changing environment. 22 

Keywords: hydrological model; time-varying parameter; calibration; dynamic 23 

programming 24 
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1. Introduction 25 

Conceptual models describe the physical processes that occur in the real world by 26 

means of certain assumptions and empirically determined functions (Toth and Brath, 27 

2007). In spite of their simplicity, conceptual models are effective in providing reliable 28 

runoff predictions for widespread applications (Quoc Quan et al., 2018; Refsgaard and 29 

Knudsen, 1996), such as real-time flood forecasting, climate change impact 30 

assessments (Deng et al., 2019; Stephens et al., 2019), and water resources management. 31 

Conceptual hydrological models typically have several inputs, a moderate number of 32 

parameters, state variables, and outputs. Among these, the parameters play an important 33 

role in accurate simulation and should be related to the catchment properties. However, 34 

parameter values often cannot be obtained by field measurements (Merz et al., 2011). 35 

An alternative approach is to calibrate parameters based on historical data.  36 

Parameters are usually regarded as constants in time scale, because of the general 37 

idea that catchment conditions are temporally stable. Constant parameters become 38 

inaccurate in differential split-sample test (DSST) conditions (Klemes, 1986). For 39 

example, parameters calibrated based on data from a wet (or dry) period may fail to 40 

simulate runoff in a dry (or wet) period for the same catchment. Broderick et al. (2016) 41 

used DSST to assess the transferability of six conceptual models under contrasting 42 

climate conditions. They found that performance declines most when models are 43 

calibrated during wet periods but validated in dry ones. Fowler et al. (2016) pointed out 44 

that the parameter set obtained by mathematical optimization based on wet periods may 45 

not be robust when applied in dry periods. Additionally, the catchment properties can 46 
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change over time, such as in the case of afforestation and deforestation (Guzha et al., 47 

2018; Siriwardena et al., 2006). These changes need to be taken into account through 48 

model parameters (Bronstert, 2004; Hundecha and Bardossy, 2004). Hence, temporal 49 

variations in parameters should reflect the changing environment. 50 

One challenge here is the methodology used to identify time-varying parameters. 51 

In the literature, three approaches have been discussed. The first is split-sample 52 

calibration (SSC), whereby available data are split into a moderate number of sub-53 

periods and the parameters are calibrated individually for each period (Thirel et al., 54 

2015). The second method is data assimilation (Deng et al., 2016; Pathiraja et al., 2018). 55 

This method assimilates observational data to enable errors, states, and parameters to 56 

be updated (Li et al., 2013), making it possible to identify time-varying parameters. The 57 

third approach is to construct a functional form or empirical equation according to the 58 

correlation between parameters and some climatic variates such as precipitation and 59 

potential evapotranspiration (Deng et al., 2019; Jeremiah et al., 2013; Westra et al., 60 

2014). Note that this study focuses on methods to identify time-varying parameters 61 

rather than modelling them; hence, only comparisons between SSC and data 62 

assimilation are discussed. 63 

SSC is the most commonly used method (Coron et al., 2012; Fowler et al., 2018; 64 

Paik et al., 2005; Xie et al., 2018). Merz et al. (2011) investigated the time stability of 65 

parameters by estimating six parameter sets based on six consecutive five-year periods. 66 

Lan et al. (2018) clustered calibration data into 24 sub-annual periods to detect the 67 

seasonal hydrological dynamic behavior. Despite broad application, it remains 68 
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debatable whether a particular mathematical optimum gives the parameter value during 69 

one period. Many equivalent optima can exist simultaneously for one dataset when 70 

calibrating the model against observations (Poulin et al., 2011). Several studies 71 

addressed this question by adding more constraints to the objective function over the 72 

respective period. For example, Gharari et al. (2013) emphasized consistent 73 

performance in different climatic conditions, while Xie et al. (2018) modified SSC by 74 

selecting parameters with good simulation ability for both the current sub-period and 75 

the whole period. Some conceptual hydrological parameters reflect the catchment 76 

characteristics. While climate change and human activities exert influence on these 77 

catchment characteristics, they can hardly change dramatically in a very quick time, 78 

such as the soil water storage capacity. Hence, parameter continuity, defined as 79 

differences between the parameters in consecutive time steps to be small, is required 80 

for hydrological modeling. However, few reports have considered the continuity of 81 

parameters in the SSC method. 82 

This assumption of parameter continuity is the basic idea behind data assimilation 83 

methods. For example, the a priori parameters in ensemble Kalman filter (EnKF) 84 

methods are commonly derived from updated values from the previous time step 85 

(Moradkhani et al., 2005; Xiong et al., 2019). From this, a trade-off between simulation 86 

accuracy and parameter continuity is established, and parameters that enable greater 87 

continuity are more likely to be selected. Deng et al. (2016) validated the ability of the 88 

EnKF to identify changes in two-parameter monthly water balance (TMWB) model 89 

parameters. Pathiraja et al. (2016) proposed two-parameter evolution models for 90 
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improving conventional dual EnKF and obtained superior results for diagnosing the 91 

non-stationarity in a system. EnKF and its variants are relatively advanced approaches 92 

for identifying time-varying parameters (Lu et al., 2013). However, for a hydrological 93 

model, the states may change over every time step, whereas the parameters may not, in 94 

particular for hourly time scales. This can be offset by SSC, which assumes that the 95 

parameters remain stable for a pre-determined period (such as decades, years, or 96 

months). Compared to EnKF, the simplicity of SSC is another advantage, as it has a 97 

less complex mechanism and reduced redundancy (Chen and Zhang, 2006). 98 

The aim of this study is to present a new method for time-varying parameter 99 

estimation by combining the strengths of the basic concept of SSC and the continuity 100 

assumption of data assimilation, which is a useful tool for diagnosing the non-101 

stationarity caused by a changing environment. Compared with data assimilation, the 102 

proposed split-sample calibration based on dynamic programming (SSC-DP) avoids 103 

overly frequent changes of parameters, such as hourly or daily variations. Compared 104 

with SSC, the distinctive element is that SSC-DP considers the parameters to be related 105 

over adjacent sub-periods, and selects parameter sets with good performance for each 106 

period and small differences between adjacent time steps. In this study, three aspects of 107 

the proposed method are evaluated: (1) The performance of SSC-DP is compared with 108 

that of existing methods in terms of the estimation of time-varying parameters; (2) The 109 

applicability of SSC-DP to more complex hydrological models with a considerable 110 

number of parameters; (3) The ability of SSC-DP to provide additional insights on 111 

parameter variations and their correlations with the properties of real catchments. To 112 
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investigate the above issues, the proposed method is compared with SSC and EnKF in 113 

two synthetic experiments (one with a two-parameter monthly model, the other with a 114 

15-parameter daily model). SSC-DP is also applied to two real catchments for 115 

parameter estimation under different environmental conditions. 116 

The remainder of this paper is organized as follows. Section 2 describes the 117 

proposed method, reference methods, and performance evaluation indices. Section 3 118 

describes two synthetic experiments and two real catchment case studies for 119 

comparison among different time-varying parameter estimation methods. Sections 4 120 

and 5 present the results and discussion, respectively, before the conclusions to this 121 

study are drawn in Sect. 6. 122 

2. Methodology 123 

In this section, a SSC-DP method is proposed to identify the time-varying 124 

parameters of hydrological models. The two hydrological models considered in this 125 

study are the TMWB and Xinanjiang models. Their concepts and differences are 126 

presented in Sect. 2.1. A sensitivity analysis is employed to focus efforts on parameters 127 

important to calibration and avoid prohibitive computational cost, as outlined in Sect. 128 

2.2. Three time-varying parameter estimation methods (SSC, SSC-DP, and data 129 

assimilation) are presented in Sect. 2.3. The SSC and data assimilation are provided for 130 

comparisons with the SSC-DP. Finally, to evaluate the performance of the time-varying 131 

parameter estimation methods, six evaluation criteria are selected and formulated in 132 

Sect. 2.4. The flowchart of the methodologies is shown in Fig. 1. 133 
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2.1 Hydrological models 134 

2.1.1 Two-parameter monthly water balance model 135 

The TMWB model developed by Xiong and Guo (1999) is efficient for monthly 136 

runoff simulations and forecasts (Dai et al., 2018; Guo et al., 2002; Kim et al., 2016; 137 

Yang et al., 2017). The model requires monthly precipitation and potential 138 

evapotranspiration as inputs. Its simplicity and efficiency of performance mean that 139 

TMWB can easily be used to investigate the impacts of climate change (Deng et al., 140 

2016; Luo et al., 2019). Its outputs include monthly streamflow, actual 141 

evapotranspiration, and soil moisture content index. The model has only two 142 

parameters (Table 1), C and SC. The parameter C takes account of the effect of the 143 

change of time scale when simulating actual evapotranspiration. The parameter SC 144 

represents the field capacity (mm). 145 

2.1.2 Xinanjiang model 146 

The Xinanjiang model (Zhao, 1992) is widely used in China (Li and Zhang, 2017; 147 

Si et al., 2015; Yin et al., 2018). It takes precipitation and pan-evaporation data as inputs 148 

and estimates the actual evapotranspiration, soil moisture storage, surface runoff, 149 

interflow, and groundwater runoff from the watershed. The simulated streamflow is 150 

calculated by summing the routing results of the surface, interflow, and groundwater 151 

runoff (Sun et al., 2018). In this study, the surface runoff is routed by the instantaneous 152 

unit hydrograph (Lin et al., 2014), while the interflow and groundwater runoff are 153 

routed by the linear reservoir method (Jayawardena and Zhou, 2000). A schematic 154 
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overview of the model is presented in Fig. 2. The meaning, range and units of all the 155 

parameters in the Xinanjiang model are listed in Table 2. 156 

There are two important differences between the TMWB and Xinanjiang models: 157 

(1) the TMWB model has two parameters, while the Xinanjiang model has fifteen 158 

parameters; (2) TMWB is a monthly rainfall-runoff model, whereas the Xinanjiang 159 

model can run on hourly or daily step sizes. 160 

2.2 Parameter sensitivity analysis method 161 

Sensitivity analysis is used to identify which parameters significantly affect the 162 

performance of the Xinanjiang model and reduce the number of parameters to be 163 

calibrated. Numerous sensitivity analysis methods are available, such as the Morris 164 

method (Morris, 1991) and Sobol analysis (Sobol, 1993). The Morris method provides 165 

similar results to Sobol analysis with a reduced computational burden (Rebolho et al., 166 

2018; Teweldebrhan et al., 2018; Yang et al., 2018).  167 

The Morris method assumes that if parameters change by the same relative amount, 168 

the parameter that causes the larger elementary effect is the more sensitive (King and 169 

Perera, 2013). The elementary effect is calculated as follows: 170 

1 2 1 1 1 2

1 2

( ) ( )
( )

, ,..., , , ,..., , ,...,
, ,..., , p p p Np Np

p Np

y y
EE

        
  

  






  (1) 171 

where p  represents the p-th parameter;   is the relative amount; Np is the total 172 

number of parameters, and y is the model output based on a particular parameter set. 173 

Each parameter is changed in turn and every parameter set produces an elementary 174 

effect. The parameter sensitivity is evaluated using the mean value    of the 175 
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elementary effects. If a parameter has a higher value of  , it is more sensitive. In fact, 176 

interactions between parameters should be taken into account (Jie et al., 2018). Hence, 177 

the standard deviation   can be calculated. A higher value of   indicates a stronger 178 

nonlinear correlation between parameters (Pappenberger et al., 2008). 179 

2.3 Time-varying parameter estimation method 180 

2.3.1 Split-sample calibration  181 

SSC provides a simple way of diagnosing parameter non-stationarity under a 182 

changing environment (Merz et al., 2011). As illustrated in Fig. 3(a), the method usually 183 

has two steps (Hughes, 2015; Kim et al., 2015): (1) Available data are divided into 184 

several consecutive periods, which can be arbitrarily chosen as hours, days, months, 185 

seasons, or years; (2) Parameters are calibrated separately for the respective period. 186 

This procedure gives better simulation performance than using constant parameters, but 187 

leads to the estimated parameters fluctuating strongly over adjacent sub-periods, 188 

producing false temporal variants. 189 

2.3.2 Split-sample calibration based on dynamic programming  190 

To overcome this problem, the SSC-DP method identifies time-varying parameters 191 

with consideration of temporal continuity. SSC-DP has five steps (Fig. 3(b)): 192 

(1) Split-sample periods. This process is the same as the first step of the SSC. 193 

(2) Generate an ensemble of near-optimal parameters. Multiple parameter sets 194 

having objective values close to the optimum for each sub-period are obtained using 195 

Markov chain Monte Carlo (MCMC) sampling (Chib and Greenberg, 1995). The 196 
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likelihood measure of the i-th sub-period links the parameter to observations using the 197 

Nash–Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970) as follows: 198 

2

( 1) 1

2

( 1) 1

( )

( )

1

( )

i l

t t
t i l

i i l

t t
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


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      (2) 199 

where tQ  and tQ


 are the observed and simulated runoff at time step t , respectively, 200 

and l  is the length of the sub-period. 201 

(3) Optimize by using Dynamic programming. The goal is to find parameters that 202 

provide both accurate streamflow simulations and continuity. The continuity condition 203 

aims to minimize the difference between the estimated parameters for sub-periods i and 204 

i+1. For N sub-periods, the objective function can be expressed as follows: 205 

Max � = ∑ [(NSE� + NSE��,� + NSE���,�) − α × ∑
�����,����,��

����,������,�
]
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���

�
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       (5) 208 

where ��,�  is the p-th estimated parameter over the i-th sub-period; ����,�  and 209 

����,� are its maximum and minimum values, respectively; �� is the number of the 210 

parameters; and α  is the weight, reflecting parameter continuity. The weights of 211 

NSE�, NSE��,�, and NSE���,� are set to 1 following the work of Merz et al. (2011), who 212 

used equal weights for the NSE and its variants. 213 
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As the decision-making process during the current sub-period is related to that of 214 

the previous sub-period, the parameter estimation over N periods becomes a multi-stage 215 

optimization problem. To solve this, a dynamic programming technique (Bellman, 1957) 216 

is employed to decompose the optimization into a number of single-stage problems and 217 

determine the optimal trajectory of the time-varying parameters. Dynamic 218 

programming is a useful method for handling sequential operation decisions. It allows 219 

the problem to be solved using a backward recursive procedure, whereby the decision-220 

making for each sub-period maximizes the sum of current and future benefits (Li et al., 221 

2018; Ming et al., 2017). In this study, the objective function is formulated as the 222 

following recursive equation: 223 

�
��

∗ = ���������,�, ��,�, ��,�, ⋯ , ��,�� + ����
∗ �

��
∗ = 0

    (6) 224 

where ��
∗ is the evaluation index using the optimal time-varying parameters from the 225 

N-th to the i-th sub-periods, and Eq. (6) calculates the objective function from the N-th 226 

sub-period to the first sub-period.  227 

(4) Update initial states. The initial states, such as that of the soil water content, 228 

are important in model simulation and calibration. As the final states for sub-period i 229 

are not used as the initial states for sub-period i+1 during steps (1)–(3), the time-varying 230 

parameter set obtained from step (3) is applied to the hydrological model to update the 231 

initial states of each sub-period for the next iteration.  232 

(5) Steps (1)–(4) are repeated until the initial states of each sub-period are 233 

generally stable. 234 
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2.3.3 Data assimilation 235 

Another approach for diagnosing variations in parameters is data assimilation, 236 

using methods such as the EnKF and ensemble Kalman smoother (EnKS). These are 237 

used here as reference methods. The EnKF has been widely applied to conceptual 238 

models, including TMWB (Deng et al., 2016). Li et al. (2013) noted that the EnKF 239 

struggles to handle the time-lag in routing processes. However, the routing component 240 

is vital to the Xinanjiang model. EnKS can efficiently determine the states of the 241 

Xinanjiang model (Meng et al., 2017), but the estimation of routing parameters deserves 242 

discussion. Most previous studies have used a fixed distribution of the routing 243 

hydrograph in data assimilation (Lu et al., 2013), i.e., the parameters are constant for 244 

routing processes. With respect to these issues, a modified EnKF (named SSC-EnKF) 245 

is established as a third data assimilation reference method in the synthetic experiment 246 

with the Xinanjiang model (described in Sect. 3.1). 247 

The EnKF includes two main steps: model prediction and assimilation. The state 248 

vector is augmented with parameter variables so that time-varying parameters can be 249 

estimated simultaneously with model states. For model prediction, the augmented 250 

vector is derived by adding noise on that from the previous time step through the 251 

following equation: 252 

 
   1

1 11

,  ~ 0, , ~ 0,
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kk k
tt t k k

t t t tk kk k
t t tt t
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 
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 
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 
 

    
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  (7) 253 

where 
t  is the parameter vector at time step t , represented as  ,1 ,2 ,, ,...,t t t Np   ; 

tx  254 

is the state vector; 1
k
t

  and 1

k
tx 
  are the k-th ensemble member forecasts at time step 255 
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t+1; 
k
t


and 
k
tx

 are the updated values of the k-th ensemble member forecasts at time 256 

step t; 
1tu 

 denotes the forcing data (e.g., precipitation) at time step t+1; 
k
t  and 

k
t  257 

are the white noise for the k-th ensemble member, which follow a Gaussian distribution 258 

with zero mean and specified covariance of 
tR  and 

tG , respectively. 259 

In the assimilation process, the augmented vector is updated using the following 260 

equations if suitable observations are available: 261 
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
        (10) 264 

where 
1ty 
  is the observation vector at time t+1; 1

k
ty    is the k-th observation 265 

ensemble member at time step t+1; 
1ty 

  is the simulation vector at time t+1; h is the 266 

observational operator that converts the model states to observations; 1
k
t    is the 267 

measurement error, which follows a Gaussian distribution with a covariance of 
tW ; and 268 

1
k
tK   is the Kalman gain matrix (for details, see (Feng et al., 2017). 269 

The EnKS is based on the EnKF. Whereas the EnKF updates the model states and 270 

parameters at the current time step, the EnKS takes account of those values over the 271 

past time steps. The main steps of the EnKS are identical to those of the EnKF, but the 272 

equation of the assimilation process is formulated as follows:  273 
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where 
1

*

t
K


 is the Kalman gain matrix of EnKS. The fixed time window n of EnKS 276 
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is pre-determined based on the response function or unit hydrograph. Meng et al. 277 

(2017) suggested that the time window should be set as half of the recession time of 278 

a flood. 279 

A third data assimilation approach is constructed based on the SSC. Instead of 280 

assimilating one observed variable, it assimilates the observed variables during a given 281 

period in one assimilation process. Assuming that the parameters are constant in the 282 

given period, the equation of the assimilation process for the i-th sub-period is 283 

expressed as follows: 284 
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1
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1 1 +1 +1 +1 +1

i

i

x k kk k
i l i l i l i li i

k k k k
i i i l i l i l i l

K y yx x

K y y 





 
      

 
       

                        




（ ） （ ）

（ ） （ ）

    (13) 285 

+1 +1 1 1( , )k k k
i l i l i iy h x  
    


（ ）        (14) 286 

where 
i  is the parameter vector for sub-period i , represented as  ,1 ,2 ,, ,...,i i i Np   ; 287 

ix  is the initial state vector for sub-period i ; and l  is the length of the sub-period. 288 

This approach addresses the routing-lag issue by allowing parameters of the 289 

routing processes, such as the instantaneous unit hydrograph, to remain constant for 290 

each sub-period and to be time-varying over the whole period. 291 

2.4 Model evaluation criteria 292 

The streamflow simulations given by the proposed method are verified using the 293 

NSE, relative error (RE) and NSE on logarithm of streamflow (NSEln) (Hock, 1999). 294 

RE evaluates the error of the total volume of streamflow, while NSE and NSEln 295 

evaluate the agreement between the hydrograph of observations and simulations. NSE 296 

is more sensitive to high flows, but NSEln focuses more on low flows. Higher values 297 
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of NSE, NSEln and lower absolute values of RE indicate better streamflow simulations. 298 

The NSE, RE and NSEln are expressed as followed: 299 
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The estimated parameters are evaluated by the RMSE (Alvisi et al., 2006), MARE 303 

(Khalil et al., 2001) and R2 (Kim et al., 2007) in the synthetic experiments (see details 304 

in section 3.1). RMSE is more sensitive to high values than MARE, while R2 is based 305 

on the linear assumption (Dawson et al., 2007). Smaller values of RMSE, MARE and 306 

higher values of R2 indicate stronger parameter identification ability. For the p-th 307 

parameter, the formulations are as follows: 308 
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where t  and t


 are the true parameter and its estimated value at the t-th time step, 312 

respectively; p  and 
p


 are the mean value of the true parameters and its estimated 313 

values, respectively; and m  is the length of the data during the whole period.  314 

 315 

3. Synthetic experiment and real catchment case study 316 

Two synthetic experiments and two real catchment case studies were designed to 317 

assess the performance of SSC-DP. The experiments are described in Table 3.  318 

3.1 Synthetic experiments 319 

The two synthetic experiments examine the ability of SSC-DP to identify the time-320 

varying parameters of the TMWB and Xinanjiang hydrological models. The merit of 321 

synthetic experiments is that the parameters can be synthetically generated to be either 322 

constant or time-varying. Hence, it is convenient to compare the estimated values with 323 

the pre-determined parameters to evaluate different parameter estimation methods. 324 

Note that synthetic experiments have been successfully used in several time-varying 325 

parameter identification studies (Deng et al., 2016; Pathiraja et al., 2016; Xiong et al., 326 

2019). 327 

3.1.1 Synthetic experiment with the TMWB model 328 

Synthetic data of monthly precipitation and potential evapotranspiration were 329 

collected from the 03451500 catchment of the Model Parameter Estimation Experiment 330 

(MOPEX) (Duan et al., 2006). The data cover 252 months. Runoff was derived by the 331 
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TMWB model using synthetic precipitation, potential evapotranspiration, and the pre-332 

determined parameters. Gaussian noise was added to the simulated runoff to represent 333 

uncertainties. The mean of the noise was set to zero, and the standard deviation was 334 

assumed to be 3 % of the magnitude of the values (Deng et al., 2016).  335 

Eight scenarios with different pre-determined parameters were investigated (Table 336 

4). The first scenario considered constant parameters. Scenarios 2 and 3 considered 337 

month-by-month variations in TMWB model parameters, i.e., the parameters remain 338 

constant during each month, but change from month to month. Scenarios 4 and 5 339 

considered parameters that change every six months. Scenarios 6–8 considered year-340 

by-year variations. The changes in both C and SC were considered to be linear in 341 

scenarios 2, 4, and 6 (Trend) and sinusoidal in scenarios 3, 5 and 7 (periodicity), 342 

reflecting the impacts of climate change and human activities (Pathiraja et al., 2016). 343 

Scenario 8 considered a periodic variation with an increasing trend for parameter C and 344 

only the linear variation in SC. 345 

3.1.2 Synthetic experiment with the Xinanjiang model 346 

Hourly precipitation and pan evaporation data were collected from the Baiyunshan 347 

Reservoir basin in China. The data cover a period of 18000 h. The Xinanjiang model 348 

has 15 parameters, which can lead to a significant computational burden. To reduce the 349 

total number of model runs, only the sensitive parameters were considered to be free. 350 

The Morris method was used to detect the free parameters (Fig. 4), with the results 351 

showing that KE, CI, CG, KI, KG, and NK are sensitive parameters. Thus, the other 352 
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parameters were held constant for the whole period. 353 

Similar to the experiment with the TMWB model, the synthetic runoff was derived 354 

from the Xinanjiang model with added Gaussian noise. The mean of the noise was set 355 

to zero, and the standard deviation was assumed to be 5 % of the magnitude of the 356 

values. As presented in Table 5, all 15 parameters were set to be constant in the first 357 

scenario. The pre-determined sensitive parameters were considered to vary with a 358 

certain trend and periodicity in scenarios 2 and 3, respectively. Scenario 4 considered a 359 

combined variation of trend and periodicity for the parameter KE, with the other free 360 

parameters set to vary linearly. The parameter variations in scenarios 2–4 were assumed 361 

to occur once a month.  362 

3.2 Study area: Wuding River basin 363 

The Wuding River basin (Fig. 5(a)) examined in the first case study is a large sub-364 

basin of the Yellow River basin located on the Loess Plateau (Xu, 2011). The Wuding 365 

River has a drainage area of 30261 km2 and a total length of 491 km. The average slope 366 

is 0.2 %, and the elevation varies from 600–1800 m above sea level. The area is a semi-367 

arid region with mean annual precipitation of ~401 mm. The annual potential 368 

evapotranspiration is 1077 mm, and the mean annual runoff is 39 mm. The data for this 369 

basin were collected over the period 1958–2000. The daily precipitation was obtained 370 

from Thiessen polygons using records from 122 rain gauges. Based on meteorological 371 

data from the China Meteorological Data Sharing Service System (http://data.cma.cn), 372 

areal pan evaporation data were obtained. As illustrated in Fig. 5(a), the station furthest 373 
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downstream, Baijiachuan, drains an area of 29,662 km2 (98 % of the total basin) and 374 

records the daily runoff data. The data of the daily precipitation and streamflow in the 375 

Wuding River basin were obtained from the local Hydrology and Water Resources 376 

Bureau of China, the quality of which has been checked by the official authorities, and 377 

there are no gaps among these data for all the hydrological stations. It can be seen from 378 

Fig. 5(c) that the annual streamflow in the Wudinghe River basin has a distinct 379 

decreasing trend, while seasonal variations are not significant, but the annual 380 

precipitation and pan evaporation generally have no trend, suggesting the impacts of 381 

human activities on rainfall-runoff relationships. 382 

Soil and water conservation measures, such as the construction of the check dams 383 

and afforestation, have been undertaken since the 1960s. The areas of two soil and water 384 

conservation measures are plotted in Fig. 5(e), the data of which were collected from 385 

Zhang et al. (2002). The areas of tree planting have an increasing trend, but the slope 386 

gets much larger after 1972. It indicates that greater efforts have been made for 387 

afforestation since the turning point. Similarly, the areas of dammed lands also increase, 388 

but the rate gets slower after 1972. These two soil and water conservation measures had 389 

changed the underlying surface of the watershed and impacted the relationship between 390 

precipitation and runoff (Gao et al., 2017; Jiao et al., 2017).  391 

3.3 Study area: Xun River basin 392 

The proposed method was also applied to the Xun River basin, China (Fig. 5(b)). 393 

Located between 108°24’–109°26’ E and 32°52’–33°55’ N, the study area covers 394 
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approximately 6448 km2. The Xun River is ~218 km long and has an average annual 395 

flow of 73 m3/s (Li et al., 2016). The basin has a subtropical monsoon climate. The 396 

weather is wet and moderate with an annual average temperature of 15–17 ℃. The daily 397 

hydrological data from 1991–2001 include precipitation from 28 rainfall stations, pan 398 

evaporation from three hydrological gauged stations, and discharge at the outlet of the 399 

Xun River basin. Areal precipitation was obtained using the Thiessen polygon method, 400 

and areal pan evaporation was computed using the average value of the data from 401 

gauged stations. The data in the Xun River basin were also obtained from the local 402 

Hydrology and Water Resources Bureau of China, and there are no gaps among these 403 

data for all the hydrological stations. 404 

It can be observed from Fig. 5(d) that no trend is found in annual precipitation, 405 

pan evaporation and streamflow, suggesting that the relationship between precipitation 406 

and runoff of the Xun River basin is rarely affected by human activities during 1991-407 

2001. However, there exhibit strong seasonal patterns in these three climatic and 408 

hydrological variables, suggesting that seasonal variations in hydrological parameters 409 

should be considered. 410 

4. Results 411 

4.1 Synthetic experiment 412 

4.1.1 Results of synthetic experiment with the TMWB model 413 

When using SSC-DP, the first task is to define how the hydrological data series 414 

should be split into the k sub-periods within which the parameters are assumed to be 415 



 

 22 / 62 

 

constant. As climate change can induce seasonal or half-annual variations while human 416 

activities usually influence the watershed annually, lengths of three months, six months, 417 

and 12 months were arbitrarily chosen. Thus, this experiment compared the following 418 

four methods: (1) EnKF; (2) 3-SSC-DP; (3) 6-SSC-DP, and (4) 12-SSC-DP.  419 

Figure 6(a) presents the runoff simulation performance for various scenarios. In 420 

scenario 1, the NSE values of the three SSC-DP methods are all higher than that of 421 

EnKF. The results of NSEln show no significant differences among various methods. 422 

For scenarios 2, 4, and 6, where true parameters have linear trends, the 6-SSC-DP and 423 

12-SSC-DP are superior to the EnKF and 3-SSC-DP in terms of NSE and NSEln. In 424 

scenario3, where the true parameters have periodic variations and change every month, 425 

the NSE and NSEln values of 6-SSC-DP and 12-SSC-DP decrease significantly, 426 

because the assumed sub-period length is longer than the time-scale of actual variations. 427 

Similarly, in scenario 5, 12-SSC-DP performs worst for NSE and NSEln, but 6-SSC-428 

DP performs best. In scenario 7 and 8, both 6-SSC-DP and 12-SSC-DP perform better 429 

than EnKF. According to the evaluations of NSE and NSEln, the SSC-DP offers 430 

improved accuracy than the EnKF if the proper length is chosen. Another advantage of 431 

the SSC-DP is the small RE. For all scenarios, the SSC-DP methods significantly 432 

outperform for RE compared with EnKF. Among the SSC-DP methods, the RE of 3-433 

SSC-DP is the smallest. 434 

Figures 6 (b) and (c) focuses on the ability of the four methods to identify time-435 

varying parameters. It can be seen that the RMSE and MARE values of the 3-SSC-DP 436 

are larger than those of other methods in most cases. That is because the sub-period 437 
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length that serves as a calibration period for MCMC is too short (i.e., three months) that 438 

the estimated parameters are associated with higher uncertainties. 439 

Regarding the synthetic true parameters are constant values (scenario 1), 12-SSC-440 

DP gives the best performance with the lowest RMSE, MARE and highest R2. The 441 

observations and estimated parameters are presented in Figure 7 (b). It shows that the 442 

estimated parameters obtained by EnKF vary at every time step, resulting in larger 443 

deviations from the observations than 6-SSC-DP and 12-SSC-DP. 444 

When the synthetic true parameters vary linearly (scenarios 2, 4, and 6), 12-SSC-445 

DP produces the best estimations in comparison with EnKF, 3-SSC-DP, and 6-SSC-446 

DP. The performances of 6-SSC-DP and EnKF are similar. 447 

When the synthetic true parameters vary sinusoidally from month to month, EnKF 448 

gives the best estimations in scenario 3. The poor performances of 6-SSC-DP and 12-449 

SSC-DP can be explained by the sub-period length being much longer than the actual 450 

one. When the parameters vary periodically at six-month intervals (scenario 5), 6-SSC-451 

DP yields the best performance with the lowest RMSE, MARE and highest R2. The 452 

differences in estimation performances among 3-SSC-DP, 12-SSC-DP and EnKF are 453 

small. The estimated parameters for scenario 5 have been plotted in Fig. 7(a). Although 454 

3-SSC-DP and 12-SSC-DP have different lengths of sub-periods, they can also detect 455 

the correct seasonal signal of the parameters. For the annual variation in parameters 456 

(scenario 7), 12-SSC-DP and 6-SSC-DP produce better results than EnKF. Similar 457 

results can be seen in scenario 8 where C has a combined variation from year to year. 458 

In summary, the results indicate that the SSC-DP with a suitable length can estimate 459 
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more accurate parameters than EnKF.  460 

4.1.2 Results of synthetic experiment with the Xinanjiang model 461 

The Xinanjiang model is more complex than TMWB, and so some sensitivity 462 

analysis is necessary. As stated in Sect. 3.1.2, the sensitive parameters are KE, CI, CG, 463 

KI, KG, and NK. The 18000 hourly hydrological data points were divided into 25 sub-464 

periods (monthly time scale) and 12 sub-periods (bimonthly time scale). It is considered 465 

that a monthly time scale helps diagnose seasonal variations, whereas a two-monthly 466 

time scale provides data for longer calibration lengths.  467 

Three data assimilation methods (see Sect. 2.3.2 for details) were applied to the 468 

synthetic data: (1) EnKF; (2) EnKS, and (3) SSC-EnKF. The results in Fig. 8 indicate 469 

that EnKS is superior to EnKF, as previously observed (Li et al., 2013), although SSC-470 

EnKF gives the best results. This is probably because SSC-EnKF is based on the 471 

assumption that the parameters remain constant during each sub-period. 472 

The simulated streamflow and identification of time-varying parameters were 473 

compared across four methods: 1-SSC, SSC-EnKF, 1-SSC-DP, and 2-SSC-DP. The 474 

simulation performance is summarized in Figure 9(a). For all scenarios, the NSE of 2-475 

SSC-DP is the lowest, but it performs better for low flows. The SSC-EnKF produces 476 

the highest RE in scenarios 2, 3 and 4, indicating the problem of simulating water 477 

balance. The SSC and 1-SSC-DP perform well for all scenarios in terms of NSE, RE 478 

and NSEln. Wherein, the SSC performs better than the 1-SSC-DP with regard to RE, 479 

while 1-SSC-DP is slightly superior to SSC in scenario 3 with higher NSEln. 480 
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Figures 9(b) and (c) compare the time-varying parameter estimation performance 481 

among the four methods. In scenarios 1 and 2, 2-SSC-DP produces the lowest RMSE, 482 

MARE and R2, followed by the 1-SSC-DP. The 1-SSC-DP is slightly superior to the 1-483 

SSC and significantly outperforms the SSC-EnKF for the two scenarios. 484 

When the synthetic true parameters vary sinusoidally from month to month 485 

(scenario 3), the estimated parameters are plotted in Fig. 10. It can be seen that 1-SSC-486 

DP successfully detects a seasonal signal in every parameter. The SSC-EnKF performs 487 

well for R2, but it has high MARE. Although the average MARE of the SSC and 2-488 

SSC-DP are lower than that of SSC-EnKF, the R2 of them are relatively low. Therein, 489 

from Fig. 10, the estimated parameters by the 1-SSC fluctuate generally periodically, 490 

but the variations are dramatic, resulting in the lowest R2 for CI, KI, KG and NK. The 491 

estimated parameters of the 2-SSC-DP fluctuate more slowly, but the sub-period length 492 

is too long. In scenario 4, 1-SSC performs better than the SSC-EnKF and 2-SSC-DP, 493 

but is still slightly inferior to the 1-SSC-DP. Overall, the 1-SSC-DP achieves higher-494 

quality and more robust parameter estimations performances than the other methods. 495 

4.2 Case study: Wuding River basin 496 

Figures 11(a) and (b) show the double mass curves between daily runoff and 497 

precipitation for the Wuding River basin. Similar to the work of Deng et al. (2016), the 498 

two linear slopes (p-value < 0.05) of the curves are different before and after 1972, 499 

demonstrating the relationship between precipitation and runoff changes under the soil 500 

and water conservation measures. This suggests that there are annual variations in the 501 
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watershed characteristics. Hence, the length of each sub-period was set to 12 months, 502 

and the time-varying parameters were identified using 12-SSC-DP. Based on daily 503 

Wuding data from 1958–2000, sensitivity analysis showed that nine parameters of the 504 

Xinanjiang model are relatively sensitive: WM, WUM, WLM, KE, IMP, KI, KG, N, and 505 

NK. 506 

The simulation results given by 12-SSC-DP were benchmarked against those from 507 

12-SSC, data assimilation, and the conventional method in which all Xinanjiang model 508 

parameters remain constant. The simulation performance is presented in Figure 12. The 509 

values of the NSEs are relatively low, because the streamflow in dry regions is difficult 510 

to simulate. It can be seen that the 12-SSC-DP gives the best simulation results among 511 

different methods with the highest NSE, NSEln and small RE. Although the 12-SSC 512 

produces relatively high NSE, it performs the worst simulations for low flows. The 513 

SSC-EnKF has relatively high NSEln, but the RE of it is the largest. Overall, the 12-514 

SSC-DP significantly improves the simulation performance of the Xinanjiang model in 515 

the Wuding River basin. 516 

Although the objective function of 12-SSC-DP considers the trade-off between 517 

simulation accuracy and parameter continuity, 12-SSC-DP gives a higher NSE value. 518 

This may be because 12-SSC locates a local peak over one sub-period, resulting in 519 

unreasonable model states for the beginning of the next sub-period, whereas 12-SSC-520 

DP uses dynamic programming to explore more reasonable parameter values and model 521 

states. Figure 13 shows the quantile-quantile plots, from which it can be seen that if the 522 

parameters are assumed to be constant, streamflow is highly underestimated. The 523 
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underestimation mainly derives from the deficiencies of the model structure. Methods 524 

12-SSC and 12-SSC-DP reduce this underestimation by using time-varying parameters. 525 

Additionally, 12-SSC-DP is slightly inferior to 12-SSC in terms of peak flows, but is 526 

superior in terms of simulating streamflow lower than 100 m3/s, which accounts for 80 % 527 

of the whole streamflow time series. It can be inferred that the 12-SSC-DP is more 528 

applicable to the simulation of streamflow in the Wuding River basin. 529 

The estimated time-varying parameters estimated by 12-SSC-DP are plotted in 530 

Fig.14. The results show that WM remains constant before and after 1972, but WUM 531 

varies significantly over this period, indicating that the distribution of soil water 532 

capacity may change, i.e., WUM decreases but WLM increases. A Person correlation 533 

analysis is applied to investigate the relationship between the areas of tree planting and 534 

WUM as well as WLM. It is found that there is a significant negative correlation 535 

(Pearson correlation efficient ρ=-0.38, P<0.05) between the areas of tree planting and 536 

WUM. While WLM has a nonsignificant positive correlation (ρ=0.26, P>0.05) with the 537 

areas of tree planting. It can be inferred that less severe soil erosion occurred, because 538 

the upper layers became thinner while the lower layer, where vegetation roots dominate, 539 

became thicker (Jayawardena and Zhou, 2000). Additionally, IMP is significantly 540 

correlated with the areas of tree planting (ρ=-0.33, P<0.05). Except for afforestation, 541 

the areas of the dammed lands are significantly correlated with WLM (ρ=0.46, P<0.05), 542 

suggesting that the construction of the check dams also has an influence on the soil 543 

water capacity of the Wuding river basin. Other parameters, KE, KI, KG, N and NK 544 

have little differences before and after 1972. The variations in WLM and IMP slowed 545 
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down after the turning point, similar to the results of Deng et al. (2016). 546 

4.3 Case study: Xun River basin 547 

Figures 11(c) and (d) show the double mass curves between runoff and 548 

precipitation for the Xun River basin. The linear slope of the curve is generally 549 

stationary for the whole ten-year period shown in Fig. 11(c), with a correlation 550 

coefficient of 99.6 %. In contrast, the linear slope for an intra-annual timescale is non-551 

stationary (Fig. 11(d)). Based on these results, it can be inferred that the relationship 552 

between precipitation and runoff is stable from 1990–2000, but varies over the intra-553 

annual timescale. Hence, sub-periods of three and 12 months were examined in the Xun 554 

River basin using models 3-SSC-DP and 12-SSC-DP. From the Xun River basin data 555 

from 1991–2000, sensitivity analysis suggested that five parameters of the Xinanjiang 556 

model are relatively sensitive, namely KE, B, KI, KG, and NK.  557 

Similar to the case study of the Wuding River basin, the simulation performance 558 

of 3-SSC-DP was benchmarked against that of 3-SSC, data assimilation, and the 559 

conventional calibration method. Among the data assimilation methods described in 560 

Sect. 2.3.2, 3-SSC-EnKF gives the highest simulation accuracy. The simulation 561 

performance is presented in Figure 15. All methods performed well, with NSE values 562 

of 92.5 %, 93.0 %, 95.0 %, and 94.8 % for the conventional method, 3-SSC-EnKF, 3-563 

SSC, and 3-SSC-DP, respectively. 3-SSC and 3-SSC-DP also perform well for NSEln 564 

compared with 3-SSC-EnKF and the conventional method. However, as regards to RE, 565 

the values are 0.0007 and 0.0324 for 3-SSC-DP and 3-SSC-DP, respectively. It 566 
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indicated that the 3-SSC-DP can better simulate water balance than the 3-SSC in the 567 

Xun River basin. Figure 16 illustrates the hydrograph and quantile-quantile plots for 568 

the simulations in the Xun river basin. It is evident that the peak flows estimated by the 569 

3-SSC are higher than those of 3-SSC-DP, and 3-SSC-DP simulate better the flows 570 

ranging from 100 m3/s to 200 m3/s. 571 

The estimated parameters using 3-SSC-DP are presented in Fig. 17(a). Some 572 

parameters vary significantly over an intra-annual time scale. Among them, the 573 

parameter KE, representing the ratio of potential evapotranspiration to pan evaporation, 574 

exhibits the most distinct seasonal variations. A fast Fourier transform was used to 575 

calculate the spectral power of the KE time series to explore its periodic characteristics. 576 

As can be observed from Fig. 17(b), 3-SSC-DP had the greatest spectral power, for a 577 

period of 4.0 cycles per year, somewhat higher than the power obtained by 3-SSC and 578 

3-SSC-EnKF. This means a stronger periodic pattern is captured by 12-SSC-DP. Given 579 

that the estimated KE varies at three-monthly intervals, it has a one-year periodicity. 580 

The other parameters do not exhibit significant one-year periodic patterns. This may be 581 

because only KE, linking potential evapotranspiration and pan evaporation, is directly 582 

impacted by seasonal climate variations, such as temperature. 583 

5. Discussion 584 

As noted in the methodology section, the performance of the proposed method is 585 

influenced by several factors, such as the weights in the objective function and the 586 

choice of lengths. Some suggestions regarding the improvement of the proposed 587 

approach are now discussed in detail. 588 
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5.1 Objective function of dynamic programming in SSC-DP 589 

In the conventional method, a parameter set is identified as optimal for providing 590 

the best simulation over the calibration period. However, other parameter sets with 591 

slightly worse (but still good) performance can also be candidates. Allowing for input 592 

data uncertainty and local optima, SSC-DP identifies parameter sets that perform near-593 

optimally and display fewer fluctuations over sub-periods. This can be adjusted by 594 

weights in the objective function of the dynamic programming approach (see Eq. (3)). 595 

As the weighting for accuracy increases, parameters providing more accurate 596 

simulations are chosen, but parameter continuity is less important. If too much 597 

importance is given to continuity, the variations in real-world processes may be 598 

underestimated. Here, the influence of different weights has been assessed for 599 

simulation accuracy and parameter continuity based on synthetic experiments with the 600 

TMWB and Xinanjiang models, respectively. Specifically, the weight for simulation 601 

accuracy was set to 1, and the weight for parameter continuity α varied from zero to a 602 

small positive value (e.g., 1). When α = 0, only simulation accuracy was considered. 603 

Figure 18(a) shows the R2 value of 12-SSC-DP with various continuity weights for 604 

scenario 4 in the synthetic experiment with the TMWB model. It can be seen that R2 is 605 

lowest when α = 0 for both C and SC. There is some improvement when a nonzero 606 

weight is applied. As α increases, the performance of 12-SSC-DP improves, and then 607 

worsens; the differences among schemes with nonzero weights are not distinct. Similar 608 

results can be observed in Fig. 18(b), which presents the R2 value of 12-SSC-DP with 609 

various α  for scenario 2 in the synthetic experiment with the Xinanjiang model. 610 
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Therefore, nonzero continuity weights can significantly improve the parameter 611 

estimation performance compared with the zero-weight case. It is suggested that 612 

weights of 1 (accuracy) and 0.005 (continuity) be used with the TMWB model and 613 

weights of 1 (accuracy) and 0.2 (continuity) be applied with the Xinanjiang model, as 614 

in this study. 615 

5.2 Choice of sub-period length in SSC-DP 616 

As mentioned by Gharari et al. (2013), there are different ways of determining the 617 

sub-period lengths. The sub-periods can be non-continuous hydrological years (Seiller 618 

et al., 2012), months or seasons (Deng et al., 2018; Paik et al., 2005), and discharge or 619 

precipitation events (Singh and Bardossy, 2012). This introduces a controversial issue 620 

whereby parameters are impacted by the length of the calibration period. Merz et al. 621 

(2009) suggested that 3–5 years is an acceptable calibration period, whereas Singh and 622 

Bardossy (2012) indicated that a small number of events may be sufficient for 623 

parameter identification. It is suggested that the determination of the sub-period length 624 

considers three factors:  625 

(1) The temporal scale of climate change or human activities. For example, the 626 

Wudinghe River basin is taken as a case study. The soil and water conservation 627 

measures have led to a durative and long-term change in the catchment characteristic 628 

since the 1960s. Due to this, the yearly sub-period is preferred.  629 

(2) The seasonality. Contrary to the Wudinghe River basin, the relationship 630 

between precipitation and runoff of the Xun River basin is rarely affected by human 631 
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activities during 1991-2001. However, its significant seasonal dynamics can be 632 

observed and has been studied in the literature (Lan et al., 2020; Lan et al., 2018). In 633 

order to diagnose the seasonality, the stable period of 3-month is adopted. 634 

(3) The simulation accuracy. The length should be neither too long nor too short 635 

so as to increase the reliability of the calibration while guaranteeing that variations in 636 

real processes are captured. Thus, given that the time scale of the variations is unknown, 637 

the proposed SSC-DP can be used with different split-sample lengths. It is suggested 638 

that the length should be as long as possible without degrading the simulation 639 

performance significantly. For example, in the synthetic experiment with the TMWB 640 

model, if the difference between the NSE values of 6-SSC-DP and 3-SSC-DP is small, 641 

the preferred length is 6-month. 642 

However, many studies are based on the conventional assumption that the 643 

parameters of different sub-periods are independent. Hence, the sub-period lengths 644 

should be long enough to reduce the degree of uncertainty. In this study, the assumption 645 

of parameter continuity is introduced to give another constraint that considers 646 

correlations between parameters of adjacent sub-periods. It appears that the 647 

determination of sub-period lengths deserves further investigation. 648 

6. Conclusions 649 

This paper has described a time-varying parameter estimation approach based on 650 

dynamic programming. The proposed SSC-DP combines the basic concept of SSC and 651 

the continuity assumption of data assimilation to estimate more continuous parameters 652 

while providing comparably good streamflow simulations. Two synthetic experiments 653 
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were designed to evaluate its applicability and efficiency for time-varying parameter 654 

identification. Furthermore, two case studies were conducted to explore the advantages 655 

of SSC-DP in real catchments. From the results, the following conclusions can be drawn: 656 

1. The proposed method with a suitable length not only produces better simulation 657 

performance, but also ensures more accurate parameter estimates than SSC and EnKF 658 

in the synthetic experiment using the TMWB model with two parameters. The impact 659 

of sub-period lengths on the performance of SSC-DP is significant when the pre-660 

determined parameters vary sinusoidally. 661 

2. The proposed method can be used to deal with complex hydrological models 662 

involving a large number of parameters, demonstrated by the synthetic experiment 663 

using the Xinanjiang model with 15 parameters. A sensitivity analysis was performed 664 

to reduce the probable computational cost and improve the efficiency of identifying the 665 

time-varying parameters. 666 

3. The proposed method has the potential to detect the relationship between the 667 

time-varying parameters and dynamic catchment characteristics. For example, SSC-DP 668 

produces the best simulation performance in the case study of the Wuding River basin 669 

and detects that parameters representing soil water capacity and impervious areas 670 

changed significantly after 1972, reflecting the soil and water conservation projects 671 

carried out from 1958–2000. Additionally, SSC-DP detects the strongest seasonal signal 672 

in the case study of Xun River basin, indicating the distinct impacts of seasonal climate 673 

variability. 674 

This study has demonstrated that the proposed method is an effective approach for 675 
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identifying time-varying parameters under changing environments. Further work is still 676 

needed, such as to determine an objective method for choosing the sub-period lengths. 677 
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Table 1 Parameters of the TMWB model 

Parameter Physical meaning Range and units 

C Evapotranspiration parameter 0.2-2.0 (–) 

SC Catchment water storage capacity 100-2000 (mm) 
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Table 2 Parameters of the Xinanjiang model 

Category Parameter Physical meaning Range and units 

Evapotranspir

ation 

WM Tension water capacity 80-400 (mm) 

X 
WUM=X×WM, WUM is the tension 

water capacity of lower layer 
0.01-0.8 (–) 

Y 
WLM=Y×WM, WLM is the tension 

water capacity of deeper layer 
0.01-0.8 (–) 

K 
Ratio of potential evapotranspiration 

to pan evaporation 
0.4-1.5 (–) 

C 
The coefficient of deep 

evapotranspiration 
0.01-0.4 (–) 

Runoff 

production 

B 
The exponent of the tension water 

capacity curve 
0.1-10 (–) 

IMP 
The ratio of the impervious to the 

total area of the basin 
0.01-0.15 (–) 

Runoff 

separation 

SM 
The areal mean of the free water 

capacity of the surface soil layer 
10-80 (mm) 

EX 
The exponent of the free water 

capacity curve 
0.6-6 (–) 

CG 
The outflow coefficients of the free 

water storage to groundwater 
0.01-0.45 (–) 

CI 
The outflow coefficients of the free 

water storage to interflow 
0.01-0.45 (–) 

Flow 

concentration 

N 
Number of reservoirs in the 

instantaneous unit hydrograph 
0.5-10 (–) 

NK 
Common storage coefficient in the 

instantaneous unit hydrograph 
1-20 (–) 

KG 
The recession constant of 

groundwater storage 
0.6-1 (–) 

KI 
The recession constant of the lower 

interflow storage 
0.9-1 (–) 
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Table 3 Different cases of synthetic experiments and real catchment case studies for 

comparison and evaluation 

 Data 
Hydrological 

model 

Time-varying parameter 

estimation methods 

SSC 
SSC-

DP 

Data 

assimilation 

Synthetic 

experiment 

Monthly synthetic data 
TMWB 

model 
  

Hourly synthetic data 
Xinanjiang 

model 
  

Real 

catchment 

case study 

Daily data from 

Wuding River basin 

Xinanjiang 

model 
  

Daily data from Xun 

River basin 

Xinanjiang 

model 
  
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Table 4 True parameters of different scenarios in the synthetic experiment with the 

TMWB model 

Scenario Description 

1 Both C and SC are constant 

2 Both C and SC have increasing linear trends and change every month 

3 Both C and SC have periodic variations and change every month 

4 Both C and SC have increasing linear trends and change every six months 

5 Both C and SC have periodic variations and change every six months 

6 Both C and SC have increasing linear trends and change every year 

7 Both C and SC have periodic variations and change every year 

8 

C has a periodic variation with an increasing linear trend, whereas SC 

only has an increasing linear trend. 

The parameters change every year 
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Table 5 True parameters of different scenarios in the synthetic experiment with the 

Xinanjiang model 

Scenario Description 

1 KE, CI, CG, KI, KG, and NK remain constant 

2 KE, CI, CG, KI, KG, and NK have linear trends and change every month 

3 KE, CI, CG, KI, KG, and NK have periodic variations and change every month 

4 

KE has a periodic variation with an increasing linear trend, whereas CI, CG, 

KI, KG, and NK only have periodic variations. 

The parameters change every month 
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Figure 1 Flowchart of the methodologies 
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Figure 2 Flowchart of the Xinanjiang model. 
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Figure 3 Flowchart of SSC-DP. 
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Figure 4 Results of the Morris method for the synthetic experiment with the 

Xinanjiang model. The sensitivity analysis is based on three different kinds of model 

responses: (a) NSE; (b) NSE���; (c) NSE��. Only the most sensitive parameters are 

labeled.



 

 49 / 62 

 

 

Figure 5 Location of (a) Wuding River basin and (b) Xun River basin. The plots (c) and 

(d) show the average yearly and monthly variations of precipitation, pan evaporation 

and streamflow in the Wuding River basin and Xun River basin, respectively. The plot 

(e) shows the temporal variations in the soil and water conservation measures 

undertaken in the Wuding River basin.
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Figure 6 Comparison between the EnKF and SSC-DP methods for (a) streamflow 

simulation and identification of (b) parameter C and (c) parameter SC.
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Figure 7 Comparison among different methods for (a) scenario 5 and (b) scenario 1 of 

the synthetic experiment with the TMWB model. 
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Figure 8 Comparison among EnKF, SSC-EnKF, and EnKS in the synthetic experiment 

with the Xinanjiang model.
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Figure 9 Comparison among the SSC, SSC-EnKF and SSC-DP methods in the synthetic 

experiment with the Xinanjiang model for (a) streamflow simulation and parameter 

identification in terms of (b) RMSE, (c) MARE and (d) R2.
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Figure 10 Comparison between estimated parameters and their true values for 

scenario 3 of the synthetic experiment with the Xinanjiang model. 
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Figure 11 Double mass curves between daily runoff and precipitation for (a) Wuding 

River basin from 1958–1972; (b) Wuding River basin from 1973–2000; (c) Xun River 

basin from 1991–2001. Subgraph (d) represents the double mass curve between the 

mean daily runoff and precipitation from 1991–2001. 
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Figure 12 Simulation performance for streamflow in the Wuding River basin. The 

results of NSE and NSEln are shown on the primary axis, while the values of RE are 

shown on the secondary axis.
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Figure 13 The simulated and observed streamflow using the conventional method, SSC-

EnKF, SSC, and SSC-DP for the Wuding River basin. (a) Streamflow simulation 

hydrograph; (b) The quantile-quantile plot for all streamflow; (c) The quantile-quantile 

plot for streamflow lower than 100 m3/s.



 

 58 / 62 

 

 

Figure 14 Estimated sensitive parameters of the Xinanjiang model for the Wuding River 

basin. The blue and orange solid lines represent the estimated parameters pre- and post-

1972, respectively.
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Figure 15 Simulation performance for streamflow in the Xun River basin. The results 

of NSE and NSEln are shown on the primary axis, while the values of RE are shown 

on the secondary axis.

0

0.01

0.02

0.03

0.04

0.05

0.88

0.9

0.92

0.94

0.96

12-SSC 12-SSC-DP 12-SSC-EnKF Conventional
method

R
E

N
S

E
/N

S
E

ln

NSE NSEln RE



 

 60 / 62 

 

 

Figure 16 The simulated and observed streamflow using the conventional method, SSC-

EnKF, SSC, and SSC-DP for the Xun River basin. (a) Streamflow simulation 

hydrograph; (b) The quantile-quantile plot for all streamflow; (c) The quantile-quantile 

plot for streamflow ranging from 100 m3/s to 200 m3/s.
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Figure 17 Estimated sensitive parameters of the Xinanjiang model for the Xun River 

basin over (a) seasonal time scale and (c) annual time scale. Plot (b) illustrates the 

spectral power of parameter KE using different methods.
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(a) 

 
(b) 

Figure 18 Correlation efficiency results of SSC-DP using different weights of 

parameter continuity for synthetic experiments with (a) TMWB model and (b) 

Xinanjiang model. The mean R2 is the average value of the R2 such that the 

identification results for parameters with different ranges can be summarized. 
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