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We would like to thank the anonymous reviewers, whose constructive comments have helped improv-
ing the manuscript. In the following pages, we provide detailed answers to each of their comments.
Upon revision, we plan these three main changes of the manuscript:

1. We will define the term ”acceptance ratio” better.

2. We will describe the initial sampling.

3. We will better explain the non-intuitive result concerning the higher P-value cases.

To aid the reading, the original comments by the reviewers are displayed in black, while our replies are
both indented and blue.
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Anonymous Referee #1
We thank the reviewer for taking the time to review our manuscript and providing constructive
comments. In the following we address all individual comments one-by-one.

Content Comments
1. Page 5, Figure 2 - Consider labeling the red line “Behavioral Limit Line” for clarity. Can one assume
the point has to be above the limit line to be considered acceptable behavior? Could Figure 2 be moved
so that it is after Line 115?

In the revised manuscript, we will use the improved label suggested by the reviewer. The figure
will also be moved as suggested, but the final typesetting is not in our control. The reviewer is
correct : a point has to be above the limit line to be considered acceptable. This will also be
further highlighted in the figure caption.

2. Page 5, Line 105 – Where does the active subspace come from that the initial candidate parameter
sets (say, the first 1-99) are projected onto? Line 113 states that the active subspace is recalculated after
adding 100 state-1 accepted parameter sets– but, how do you start?

We thank the reviewer for highlighting this point, as the information is clearly missing. The
initial active subspace is created from a random set of 50 parameter sets drawn from the un-
conditional prior using Latin Hypercube sampling. The following text will be added to the
manuscript:
”As in the original sampling scheme, we start with a set of 50 candidate parameter sets, sam-
pled using a Latin Hypercube setup, which are per definition directly stage-1 accepted.”

3. Page 5, Line 106 – Can you provide any insight about how the values/criteria (e.g., 5 closest neighbors
plus 1% radius) were selected for this work that would be beneficial for another researcher trying to
implement this method?

As the reviewer correctly points out, this is an important aspect of the sampling scheme. In
our case, the values were chosen based on prior tests. However, the results were not highly
dependent on the choice. The 1% was chosen just to ensure that the 5 neighbors are not so
close to the candidate point that relevant uncertainties are neglected. We would consider both
values to be applicable also to other model setups.
In the text, the following will be added: ”The number of neighbors selected and the radius of
the ellipse are tuning parameters, here chosen based on a few prior tests. However, we believe
they are applicable also for other applications, at the very least as good starting points.”

4. Page 6, Line 121 – Is the “acceptance ratio” the ratio of candidates that are stage-1 accepted to the total
number of candidate parameter sets (stage-1 accepted + rejected)? Or, is the “acceptance ratio” the ratio
of candidates that are stage-1 accepted to those that are stage-2 accepted (i.e., the amount of pre-accepted
candidates that become accepted). This clarification would also help interpret Figure 3.

A very relevant comment that was not clearly explained. Alternative number 2 is what we
meant (the ratio of candidates that are stage-1 accepted to those that are stage-2 accepted).
In the text, the following will be added (new text within ”): ”... shows the acceptance ratios
’(number of stage-2 accepted samples divided by the number of stage-1 accepted samples)’ or
the original sampling scheme ...”

5. Page 6, Line 121 and 136 – Intuitively, I am struggling to understand why P=0.75 is the fastest when
it should, in my mind, be the most difficult to achieve. And, along those lines, why P=0.75 sampling
results in a significantly different distribution from the unbiased pure Monte-Carlo scheme. Do you have
any insight into why this is occurring?
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We understand the reviewers difficulty, indeed one would think that the sampling scheme
which requires the highest number of correct neighbours would be most difficult and therefore
most correct. This is also true when we look at stage-1 acceptances only. Here, P=.75 results
in many more discharged candidate points, and of the stage-1 accepted ones, many are also
stage-2 accepted (high ratio in Figure 3). The drawback, however, is that this sampling be-
havior effectively avoids sampling the boundaries between the behavioral and non-behavioral
parameter space (it samples only ”safe” parameter sets). This leads to a poor match when
comparing to the pure Monte Carlo sampling (which samples everything and one uses stage-2
acceptance).
In the text, the following will be added: ”While it may seem counter-intuitive that the highest
P-values gets the highest acceptance ratio and the poorest match of the marginal distributions,
it is worth noting that a higher P-value means that the requirement for stage-1 acceptance is
higher. Hence, at high P-values we only sample the interior of the behavioral parameter space
and avoid the boundaries where the behavioral status of a candidate parameter set is more
uncertain. This results in the bias clearly seen in Figure 3.”

5a.Furthermore, do you think the P value selected is dependent on the model/application? Based on
your experience, is the exercise of comparing different P values and selecting one necessary for another
researcher trying to implement this method, or do you think the P=0.55 scheme is broadly applicable?

In this work, =0.55 has been shown to be the best comprise between efficiency and accuracy,
while also the P=0.15 case could be considered a good choice. We believe that either of these
two, or a value in between is a generally applicably good for any sampling scheme, at least as
a starting point.
The following text will be added to the text (new text within ”): ”... captured by the faster
sampling schemes may be an acceptable trade-off between speed and accuracy, depending on
the individual application. ’Based on the experience gained within this project, a recommended
starting P-value for our presented sampling scheme is P=0.55.’”

Grammar Comments
1. Page 4, Line 67 – Line states that the model considers 6 observations, but there are only 5 listed below
this sentence. Should 6 be changed to 5?
2. Page 4, Line 67 – Consider revising the sentence to state “...observations that define acceptable behav-
ioral performance...”
3. Page 4, Lines 69-73 – Make the list style consistent in regard to the period placement at the end of
each list item (or remove them all).
4. Page 4-5, Lines 87-93 – Add period after list item number 4.
5. Page 6, Lines 109 and 111 – Remove hyphen between “parameter-set”.
6. Page 6, Line 125 – Present the acceptance ratio at 0.005 (not a percent) since the acceptance ratios are
shown as decimal values on the y-axis of Figure 3.

We thank the reviewer for carefully reading our manuscript and suggesting grammatical cor-
rection. All suggestions will be followed in the revised manuscript.

Anonymous Referee #2
The current work presents a sampling strategy for those cases when some values of the investigated model
output(s) are classified as unfeasible/unacceptable and the corresponding parameters sets are labelled as
non-behavioral.A key step is the transformation from the original N-parameters space into the space
spanned by the n-most relevant eigenvectors (here two are considered, i.e., n = 2).Then, in this reduced
dimensional space an active region is identified (i.e., the active subspace) is identified (see Fig. 2 where
all the space above the red line is the active subspace). Then a set of parameters is chosen to be behavioral
or not (i.e., the associated output(s) belongs to the active subspace o not) in a two stages approach: (1)
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a surrogate model of dimension n in the space spanned by the n-most influential eigenvector is built and
then used to check if a parameter set is behavioral or not, as a ‘first approximation’; (2) if a parameters
set passes stage-1 the full model is run for that parameters set a second check on being or not behavioral
is done. Then only stage-2 parameter sets are retained for successive analysis. The main gains here are
due to the reduction of the dimension (from N to n) and the use of a surrogate model in the n-dimensional
space to skim those parameters sets that are not behavioral. The improvement/modifications proposed
in the current work are during stage-1, where an additional constrain is added: a parameters set passes
stage-1, if in its neighbor-hood there is a certain fraction P of parameter sets that have already passed
stage-2. The paper is of interest and well written. There are some unclear (at least to me) points which
I would like to be addressed before publication, hoping for a more clear and more accessible work after
revision.

We would like to thank the reviewer for her/his positive view on our work. All comments are
addressed below.

Comment 1. In both approaches, after 100 parameters sets passed stage-1 the eigen-vector decomposition
is re-done, and so the surrogate in the n-space dimensions is built again. My understanding is that the out-
put(s) values associated with these 100 samples are obtained through the n-dimensional surrogate model
(before adding the 100 samples), right? If this is the case, isn’t there the risk of ‘guiding’/’move’/’bias’
the active subspace toward the results of the surrogate model? For example, in Fig. 2 the new extra 100
stage-1 accepted points will all falls along the purple curve (along its branch above the red line). This
could be an issue if the surrogate is doing a poor job. Am I wrong? Why not use stage-2 accepted sample
(even though they require full model runs) to update the eigenvectors/eigenvalues? This will avoid the
issues associated with a possibly poor surrogate modelling.

There seems to be a slight misunderstanding which may require a better explanation from our
side. The reviewer is right that all surrogate-model samples will lie on the purple line in Fig.2
(or, in reality a surface in 2-D). However, this information is only used to compare against the
user defined limit (red line in Fig.2) to decide if the parameter set is to be run in the full model
or not. If the surrogate model is not doing a good job, the new points will be far away from
the purple line. 100 of these full flow model runs are required before the update is performed.
Hence, all samples used to train the active subspace and the surrogate model are full model
runs. We think this might be part of the confusion and we sill stress this point much clearer in
the revised manuscript (see changes applied below).
Using just the stage-2 accepted samples would not be very beneficial for our purpose, which
is to explore the full behavioral parameter space, since the surrogate model would only be
good within the behavioral space, but rather poor at the boundary. This point, however, has
well been discussed in our preceding HESS publication ( Erdal & Cirpka, 2020), on which the
present technical note is based. In order to keep the technical note brief, we avoid to discuss it
here again.
To increase the clarity of the manuscript we will add the following in the revision:
Description of surrogate model: ”Also, as the surrogate model is only used as a preselection
filter, all results and the training of the surrogate model are based exclusively on full-flow
model simulations.” Sampling scheme point 4: ”Hence, the surrogate-model is based on all
currently available full-flow model simulations. ”

Comment 2. How is the algorithm initialized? Which is the size of the sample to build the first n-
dimensional subspace? How is relevant? For example, in Fig. 2 there are previously analyzed parameters
samples/output, they should come from a set of full model runs (then they are updated after 100-samples
pass stage-1t, see the previous comment).
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As also pointed out in comment 2 from reviewer 1, this information was clearly missing.
The first 50 parameter sets, which are also the fist 50 full model runs, are sampled randomly
from the unconditional prior using Latin Hypercube sampling. After the first 50 parameter
sets are run, the first active subspace/surrogate model is built based on these runs, and then
subsequently updated in 100 full model run intervals. In principle, we do not think that the
method of initialization is that relevant, just as long as a reasonable coverage of the parameter
space is achieved.
We have improved the manuscript by the following addition: ”As in the original sampling
scheme, we start with a set of 50 candidate parameter sets, sampled using a Latin Hypercube
setup, which are per definition directly stage-1 accepted. Hence we run the full flow model
50 times to initialize the sampling scheme. The actual number is not critical, and should be
chosen with consideration to the number of unknown parameters.”

Comment 3. Acceptance ratio: this the ratio between the stage-2 accepted sample and the drawn samples,
right? Why is it a function of the stage-2 accepted samples (see Fig. 3)? I don’t see this aspect being used
in the algorithm (both previous and current versions) at any step. I would have expected a dependence
on the stage-1 accepted samples. Moreover, as P (i.e., the fractions of neighborhood accepted, at least at
stage-1, samples) increases I would expect lower acceptance ratios, i.e., it becomes harder for a sample
set to be accepted as a larger fraction of its neighbors have to be in the active subspace (i.e., P increases).
(see also lines 116-117 that go along this line of reasoning). Please clarify.

We see the reviewers confusion, as this was probably not explained in the manuscript (see
also comment 4 from reviewer 1). The acceptance ratio is the ratio between the number of
full model runs that are stage-2 accepted, and the total number of full model runs (which is
the same as the number of stage-1 accepted model runs). In the manuscript we did not report
about the total number of drawn parameters-sets, but this number is much (much!) higher than
the number of stage-1 accepted samples. Further, the number of stage-1 rejected parameter-
sets is by far the largest in the high P case. This results in a collection of stage-1 accepted
samples that poorly explores the behavioral parameter space, but where a majority of the them
are stage-2 accepted. Hence, the high-P case has a high acceptance ratio.
The difference between rejected and stage-1 accepted samples and their influence on the result
has been clarified in the manuscript:
1) See answers to comments 4 and 5 from reviewer 1
2) To be added in the introduction of the sampling scheme: ”Hence, one of the beauties of the
surrogate-assisted sampling is its ability to quickly discharge large quantities of non-behavioral
parameter-set without running the full flow model for each one (i.e. stage-1 rejected samples).”
and
3) To be added to the results section: ”It should be noted here that the acceptance-ratio as a
statistic only shows the ratio between the runs that are behavioral after running the full-flow
model (stage-2 accepted) versus the number of full-flow model runs (stage-1 accepted). This,
however, does not reflect the number of stage-1 rejected parameter sets, which is not reported
in this work, but is by far the largest for the higher P-values. Hence, the acceptance-ratio is a
measure of computational efficiency rather than a measure of search efficiency (which here is
simple Monte Carlo and, hence, comparably inefficient).”

Comment 4. Isn’t that, since P is the exact fraction (not an exceedance fraction) of good neighbors, as
P increases the active subspace is updated (on top of 100 samples that pass stage-1) by favoring those
regions of the active subspace that are the most distant from the threshold condition (e.g., upper left part
of Fig. 3a) where it is more easy to have P high than low? Then, the n-dimensional surrogate will be
update by favoring these far-from threshold condition regions leading to a poor behavior (due to its global
character) in those regions close to the threshold conditions (e.g., lower right region in Fig. 3). This is
then reflected in the decreased quality of the behavioral parameters pdfs as shown in Fig. 4. Or maybe, I
am just speculating too much here. It could be of interest to see how the n-dimensional surrogates evolve
as a function of P, for example after some updates are conducted to see if there is this tendency or not.
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We are not quite sure we fully understand what the reviewer means here. The P-value states
the minimum fraction of neighbours that has to be behavioral, and is hence in our view an
exceedance number. We do, however, agree with the reviewer that the higher-P cases (i.e.
requiring more neighbors to become stage-1 accepted) leads to a sampling that poorly samples
the boundary regions (e.g. around the reg line in fig. 2). This is, as the reviewer also points out,
clear from the results in figure 4, where the P = 0.75 case does not sample the margins of the
histogram particularly well. However, we do not find any intuitive and easily understandable
way of showing how the surrogate evolves, other than the clear results in figure 4. Hence, based
on this comment, no changes will be applied to the manuscript. However, if the reviewer has
a clear suggestion we happy to learn about it!

Comment 5. Since a surrogate model is used to mimic also the full model response (see Sec. 2.2) I would
suggest to refer to this as ‘full-model-surrogate’ in order to mark the distinction with the surrogate model
build in the n-dimensional space.

We see the reviewer’s point, however, we rather like to avoid confusion by not naming the
GPE-surrogate-model used as our virtual truth a surrogate. We will add this information to
Section 2.2 and hope it makes the nomenclature clearer:
”In order to avoid confusion we would like to point out that, in this paper, the term full-flow
model means the GPE-model, while the term surrogate model is, outside of this paragraph,
exclusively used for the surrogate model used to improve the sampling schemes.”
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