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This work evaluates several bias-correction methods (simple subtraction, single and
multiple linear regression, decision trees, and random forests) to SNODAS, resulting
in a new data product that shows improved fidelity to in situ observations. The authors
further develop a simple water balance analysis that exhibits the improved consistency
of the inferred melt of the corrected model to streamflow observations. This work rep-
resents important progress to advancing the application of machine learning to water
resources management in regions of snowmelt-dominated streamflow regimes.

Comments:
The potential strengths of machine learning are highlighted but a justification for the
C1

selection of random forests (RF) is not particularly apparent. The authors mention ap-
plications of support vector machines and neural networks in geosciences detailed in
Lary et al., 2009, a study of aerosol optical depth, but neglect to review specific liter-
ature around machine learning applications in SWE estimation (e.g. Wrzesien et al.,
2017, Snauffer et al., 2018, Xue et al., 2018). A review of such advances is warranted.

RF model structure and hyperparameter descriptions should be moved to the methods
section. The authors mention RF is run with a forest size of 100 and maximum tree
depth of 15, but it is unclear how these hyperparameters were selected beyond a men-
tion of "sensitivity tuning experiments". Generally hyperparameters should be tuned
using a standard method (e.g. grid search, particle swarm optimization, evolutionary
strategy, etc.) on each test split and reported accordingly. Is the maximum number of
terminal nodes for a given tree specified or are the trees allowed to grow to full extent?

RF and DT are stated to be trained on 75% of the data and evaluated on the remaining
25% test set, but are also evaluated using a 10-fold cross-validation, resulting in an
average RMSE reduction of 4.7 mm. The change to bias is unclear, as is the motivation
for using both a 75-25 and 10-fold split structure. Since you’ve appropriately gone to
the effort to run a full 10-fold cross-validation, why aren’t you just using these results?

The manuscript would be strengthened with a description of the efforts you've under-
taken to mitigate temporal and spatial auto-correlation in your training and test sets.

The manuscript would be strengthened with further descriptions of the efforts you've
undertaken to mitigate overfitting. A comparison of training and validation errors would
be an appropriate way to do this.

In Table 2, what are Year Id and Month Id? Are you using straight numerical values,
cyclical temporal sin-cos pairs, 1-of-c indicators (Bishop, 1995)?

The water balance analysis averages melt over a watershed associated with a given
stream gauge, asserting the stream gauge provides a reasonable estimate of snowmelt
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while at the same time neglecting evapotransportation and rainfall (actually any precip-
itation). Such an assertion requires that evapotransportation and subsequent precip-
itation are not as significant a signal as snowmelt to runoff. This may be true, but it
should be backed up by analysis and references, or minimally one of these. Baseflow
should also be at a minimum mentioned.

You conclude that MBS and SLR exhibit an inability to capture year-to-year variabil-
ity present in the bias, but interannual correlations are not present in the analysis.
The ability of bias-correction methods particularly of the non-linear flavor to capture
changes over time is arguably one of their greatest strengths, as simple offsets are
more easily calculated, as you have done. A simple correlation calculation may serve
as further evidence of the utility of the nonlinear method.

Fig 5 is hard to read with the scales and lines used, especially the in situ values, which
are key to the plot. No description of shading used is given in the figure caption. Sug-
gest changing line thicknesses/colors and/or adjusting scales, orientation, or paneling
to make better use of available space.
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