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Response to Reviewer #1’s comments 

HESS-2019-442 

Le et al. (2019): Response of global evaporation to major climate modes in historical and future CMIP5 simulations 

GENERAL COMMENTS 

This paper explores the historical and future impact of three major modes of internal climate variability 5 

on evaporation from oceans and land into the atmosphere based on data from CMIP5 model simulations 

and a Granger causality framework. Such an analysis might provide useful insights about the 

distribution of water resources in the near future and to help better forecast extreme hydrological events. 

As such, I truly see scientific value in this study; however, in my opinion, the present paper first needs 

to be improved in two ways: (1) the description of the method needs to be improved and more details 10 

are necessary to allow the reader to fully understand the work flow and (2) the results should be better 

interpreted and discussed in a physical manner to make them worth publishing. Below, I list some more 

specific comments and suggestions. 

Response: We appreciate the valuable comments and detailed suggestions from reviewer Brecht 

Martens. We agree that the description of the methods is not completely clear, and we provided 15 

additional information for this section. We also provided further discussions for the results as suggested 

by the reviewer to improve the manuscript. The responses to the reviewer’s comments are provided 

below in blue text. The reviewer’s comments are shown in black text. 

SPECIFIC COMMENTS 

1. Section 2.1 needs some better motivation for some choices: 20 

a. Why has RCP 8.5 been chosen? This needs some motivation. 

Response: We added the following text to Section 2.1 to clarify this motivation: 

“The RCP8.5 is a very high emission scenario with radiative forcing of 8.5 W/m2 in 2100 relative to the 

preindustrial level (van Vuuren et al., 2011). Warming environment in the RCP8.5 scenario increases 
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the frequency of extreme ENSO and IOD events (Cai et al., 2014a, 2015) and potentially modulates the 25 

impacts of these climate modes on global evaporation.” 

b. Why is only data from 1906–2000 used for the historical period? 

Response: The original historical period in model simulations is 1850-2005. The original future period 

is 2006-2100. However, as we will compare the impacts of climate modes on evaporation between the 

historical period and future period, it is important to use the same data length for both periods. Thus, 30 

only data from 1906–2000 is used for the historical period. We modified the relative sentences in 

Section 2.1 to clarify this point: 

“The results of the effects of climate modes on evaporation are compared between the historical period 

and the future period. Hence, in our analyses, we only use the data for the 1906-2000 historical period 

as a reference (with similar data length) for the future period 2006-2100” 35 

c. Why is only one ensemble member per model used (r1i1p1)? I think the analysis might be more 

robust when an ensemble of model outputs is used. 

Response: The total ensemble members are different between models (e.g., several models may provide 

up to ten ensemble members and others provide less), thus, it is challenging to determine the number of 

ensemble members (for each model) for analyses. Using one ensemble member per model is a simple 40 

way to guarantee the “one model, one vote” rule (Knutti et al., 2010). Here we use 15 different models 

for the analysis, this common approach is widely used and helps to reduce the uncertainties. We added 

the following text to Section 2.1 to clarify this point: 

“As we use 15 different models for our analysis, the uncertainties related to the effects of climate modes 

on evaporation are reduced. The results based on multi-model mean were shown to be better and more 45 

reliable than single model results (Weigel et al., 2010).” 
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2. Section 2.2 needs to be improved to fully understand the workflow: 

a. It needs to be clear from this section how the authors will deal with the model output from the models 

listed in Table S1. Will the authors average everything out or separately perform the analysis at every 

single model and compare the results to each other? Now, this is only clear from the figure captions. 50 

Response: We added the following text to Section 2.2 to clarify this point: 

“We apply the methods described above to all the single models. We then rescale the results of single 

model to 1° longitude ×1° latitude spatial resolution. We use the rescaled results to compute the multi-

model mean which is shown as a map of probability for no Granger causal impact from individual 

climate mode to global evaporation.” 55 

b. How do the authors deal with different spatial resolutions of the model outputs? 

Response: We added the following text to Section 2.2 to clarify this point: 

“We apply the methods described above to all the single models. We then rescale the results of single 

model to 1° longitude ×1° latitude spatial resolution. We use the rescaled results to compute the multi-

model mean which is shown as a map of probability for no Granger causal impact from individual 60 

climate mode to global evaporation.” 

c. At Line 78, the authors mention the temporal resolution of the analysis; but it is not clear when and 

why both annual and monthly aggregations are used. In addition, differences in the results from these 

two experiments are not properly addressed in the paper. 

Response: We thank the reviewer for pointing this out. Here the temporal resolution of all analyses is 65 

yearly. We only change the definition of the predictand (i.e., Xt) from annual mean to seasonal mean. 

This change in definition does not alter the temporal resolution of the predictand (i.e. the temporal 

resolution is yearly for both definitions used). Regarding the difference between these two experiments, 

we consider the analyses using the annual mean of evaporation (i.e. the predictand Xt) are the main 

results (Figures 1, 2, 3) while the analyses using the seasonal mean of evaporation provide additional 70 

information (Figures S3 to S10). We add the following text to Section 2.2 to clarify this point: 
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“We note that the temporal resolution of all analyses is yearly. Although the definition of the predictand 

(i.e., Xt in equation (1)) is based on both annual mean and seasonal mean values, the change in 

definition does not alter the temporal resolution of the predictand (i.e., the temporal resolution is yearly 

for both definitions used). We report the analyses using the annual mean of evaporation (i.e., the 75 

predictand Xt) as the main results of this study while the analyses using the seasonal mean of 

evaporation provide additional information.” 

d. Line 80: how is the optimal order of the regression model determined? Is this order different for 

every grid cell or the same across the globe? 

Response: We added the following text to Section 2.2 to clarify these points: 80 

“The optimal order p is computed by minimizing the Bayesian information criterion or Schwarz 

criterion (Schwarz, 1978). We note that the optimal orders might be different for each grid cell, 

depending on evaporation data of the selected grid cell.” 

e. Line 86: how are the data normalized and de-trended? Why are the data de-trended? 

Response: The purpose of normalizing and detrending is only to simplify the data time series without 85 

altering the results and conclusions. We modified the related sentence in Section 2.2 to clarify this point 

as below:  

“All climate indices and evaporation data are normalized (by using z-score) and detrended (by 

subtracting the trending line from given data; the trending line or the best-fit line is identified using least 

squares method). Detrending the data does not alter the results and conclusions.” 90 

f. Given the importance of the Granger causality framework for this work, I think it is necessary to at 

least summarise it in this section. At this point, the reader is simply directed to literature. 

Response: We added the summary of Granger causality test in Section 2.2 as below: 

“The model shown in equation (1) is defined as a complete predictive model where all variables (i.e., 

past data of evaporation and climate indices) are used to estimate evaporation. The null model of no 95 

causal effects from given climate mode (i.e., variable Y) to evaporation is defined by removing the 
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terms related to Y (i.e., by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) in equation (1). The complete model and the 

null model are then compared by using the following indicator: 

, 0(log log )
iY X p pL n → ==  −   

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the 100 

data time series. We test the significance of the complete model by comparing the LY→X indicator 

against a 𝜒𝑝
2 null distribution. This test results in a probability for no causal effect of the considered 

variable Y on evaporation.” 

g. It has been shown that modes of internal climate variability might be significantly correlated with 

each other and that this correlation needs to be taken into account to properly analyse their effect on 105 

other variables (see e.g. Martens et al. (2018) or Gonsamo et al. (2016)). Also IOD and ENSO are 

correlated (see e.g. Figure S17 in Martens et al. (2018)). It is not clear to me how this is achieved by 

using the model described in Equation 1. 

Response: We think the methods used in our study are not directly related to correlation analyses. More 

importantly, the result of Granger causality test is independent from the relationship of predictors (e.g., 110 

ENSO and the IOD) (Mosedale et al., 2006; Stern and Kaufmann, 2013). In fact, with the approach 

described above and below (see the responses to comments 2f and 2h), the methods used account for the 

characteristics of all climate indices, including the effect of cross-correlated between IOD and ENSO. 

Specifically, the complete predictive model shown in Equation 1 partly accounts for possible correlation 

between ENSO and the IOD by automatically adjusting the regression coefficients αi, βi and δj,i and the 115 

noise residuals εt, based on the characteristics of ENSO and the IOD.  

We added the following sentences to Section 2.2 to clarify this point: 

“Modes of climate variability might be correlated to each other and this correlation might have effects 

on the relationship between these modes and other variables (e.g., evaporation) (Gonsamo et al., 2016; 

Martens et al., 2018). However, in the approach of Granger causal analysis, the conclusion for the 120 

causal effects from variable Y (i.e., the considered climate mode) to variable X (i.e., evaporation) is 

independent from the relationship between Y and other factors (i.e., the relationship between climate 

modes) (Mosedale et al., 2006; Stern and Kaufmann, 2013).” 
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h. How did the authors check the validity of Equation 1? Are the fitted models tested for significance? 

Response: The model shown in Equation 1 is defined as a complete model where all variables (i.e., past 125 

data of evaporation and climate indices) are used to predict evaporation. We evaluate the validity of the 

complete model by comparing this model with a null model. The null model of no causal effects from 

given climate mode (i.e. variable Y) to evaporation is defined by removing the terms related to Y (i.e., 

by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) in Equation 1. The complete model and the null model are then 

compared by using the following indicator: 130 

, 0(log log )
iY X p pL n → ==  −   

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the 

data time series. We test the significance of the full model by comparing the LY→X indicator against a 

2

p  null distribution. This test results in a probability for no causal effect of the considered variable Y 

on evaporation. 135 

We added the following text to Section 2.2 to clarify these points: 

“The model shown in equation (1) is defined as a complete predictive model where all variables (i.e., 

past data of evaporation and climate indices) are used to estimate evaporation. The null model of no 

causal effects from given climate mode (i.e., variable Y) to evaporation is defined by removing the 

terms related to Y (i.e., by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) in equation (1). The complete model and the 140 

null model are then compared by using the following indicator: 

, 0(log log )
iY X p pL n → ==  −   

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the 

data time series. We test the significance of the complete model by comparing the LY→X indicator 

against a 𝜒𝑝
2 null distribution. This test results in a probability for no causal effect of the considered 145 

variable Y on evaporation.” 

3. As the authors correctly point out near the end of Section 2.1, several issues arise when using output from climate 

models. Both the modelled evaporation and the calculated climate indices are uncertain, and it is unclear to which 

extent this affects the analysis in the paper. I understand that the authors somehow try to tackle this by relying on the 

output from different models; but I think too little attention is given to this issue in the paper. I would at least  expect 150 

a brief discussion about the possible uncertainties in the analysis: how reliable are the derived climate indices used to 

describe the IOD, ENSO, and NAO? The authors could for instance benchmark them against observed indices. How 
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reliable is the evaporation in the models? Again, this can be done by benchmarking against in situ observations. 

Alternatively, the authors could discuss the uncertainties based on existing literature to put their results in context: 

e.g. in which regions are the results presumably less reliable due to uncertainties in evaporation or internal climate 155 

variability? 

Response: We thank the reviewer for these suggestions. The uncertainties related to the simulations of 

climate indices and evaporation are discussed in previous works and we cited as below: 

“There might exist model biases in simulating ENSO (e.g. Taschetto et al., 2014), the IOD (Chu et al., 

2014; Weller and Cai, 2013), NAO (Gong et al., 2017; Lee et al., 2018) and there is uncertainty in 160 

capability of land surface models in modeling evaporation (Mueller & Seneviratne, 2014; Wang & 

Dickinson, 2012).” 

Despite these uncertainties, the CMIP5 simulations are still very helpful and these datasets are widely 

used (e.g., Cai et al., 2014b, 2015). As noted by the reviewer the approach of multi-model mean partly 

address the issue of uncertainties related to both evaporation and internal climate variability as 165 

simulated by climate models. The results described in our study also consider these uncertainties (i.e., 

by using significance level and agreement level between models). We noted that the high uncertainties 

for the ENSO effects are only shown for several regions (e.g. South Asia, Africa and Southern South 

America).  

The following sentences in Section 3 (Discussions) discuss the uncertainties in simulating climate 170 

modes and evaporation: 

“There are different factors that might contribute to the ambiguity of climate mode impacts on 

evaporation of several regions (e.g. South Asia, Africa and Southern South America). Specifically, 

these factors include the large discrepancies of current estimations of land evaporation for recent 

decades (Dong & Dai, 2017; Miralles et al., 2016), the limitations of climate models in simulating 175 

climate modes (Gong et al., 2017; Lee et al., 2018; Taschetto et al., 2014; Weller and Cai, 2013) and the 

overestimation of simulated evaporation in most regions (Mueller and Seneviratne, 2014).” 

We also added the following sentences to Section 3 (Discussions) to further clarify the uncertainties 

related to model simulations: 

“Specifically, there are systematic biases in simulating yearly average evaporation in Australia, China, 180 

Western North America, Europe, Africa and part of Amazonia (Mueller and Seneviratne, 2014). Thus, 
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these biases contribute to the uncertainties in the effects of climate modes on evaporation. Nevertheless, 

the methods based on multi-model mean and Granger causality tests (see Section 2.2) help to reduce the 

uncertainties and provide robust results and conclusions.” 

4. The impact of IOD on evaporation over land is surprisingly very low; although it has been shown in several 185 

publications that the IOD is significantly affecting the surface hydrology; e.g. in Australia. How do the authors 

explain this low impact found in their study? 

Response: We think these differences might come from different approaches in previous works and our 

study. For example, the impacts of the IOD might not be assessed with the contributions of confounding 

factors (e.g., ENSO and NAO). We think for several specific IOD events (e.g., extreme IOD or the IOD 190 

events associated with weak ENSO events), the IOD may significantly influence evaporation and 

surface hydrology in Australia. However, the results of our study imply that the multi-year impacts of 

the IOD on evaporation of Australia is not significant. Thus, we think this is not completely a 

contradiction. 

5. One of the main advantages of using output from climate models is the availability of surface and atmospheric 195 

variables driving evaporation, all linked by the model in a physical manner. As such, the observed patterns described 

in Section 3 can be better explained from a physical point of view in my opinion. Why are certain links between 

evaporation and the climate modes found (or not found) in specific regions? Most of the discussion is relatively 

speculative at the moment, while I think it should be feasible to explain the observed patterns by some additional 

analyses. Speculative sentences like “… the influence of ENSO on evaporation might be associated with Wind-200 

Evaporation SST” (P4-L108), “In the Northern Hemisphere, this result might be due to decrease in solar radiation. ” 

(P6-L165), “This increase in ENSO impacts might be related to the increase …” (P6-L177), or “There are different 

factors that might contribute to the ambiguity of climate mode impacts on evaporation …” (P7-L204) could be better 

answered, by also analysing the effect of the modes on other model variables. 

Response: We thank the reviewer for these suggestions.  205 

- Regarding the sentence “… the influence of ENSO on evaporation might be associated with Wind-

Evaporation SST” (P4-L108), we added supporting Figure S2 and rewrote this sentence as below: 

“Further analyses reveal that ENSO has significant impacts on SST (Figure S2a) and zonal winds 

(Figure S2b) over the tropical Pacific for the 1906-2000 period (similar patterns are observed for the 

2006-2100 period, not shown). Hence, the influence of ENSO on evaporation might be associated with 210 

Wind-Evaporation SST (WES) effect (Cai et al., 2019). The WES effect occurs when warm (cold) 

water becomes warmer (colder) due to decrease (increase) in evaporation and weakened (strengthened) 

surface winds.” 
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We also added the following sentence to the Section “ENSO influence on evaporation”: 

“ENSO causal effects on global precipitation are shown in Figure S2c which indicates the close 215 

connection between precipitation and evaporation process in several regions (e.g., tropical Pacific, 

Australia, Amazonia and regions closed to Caspian Sea).” 
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a) 

 

b) 220 
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c) 

 

Figure S2. Multi-model mean probability map for the absence of Granger causality between ENSO and annual 

mean SST (a), zonal winds (b) and precipitation (c) for the period 1906-2000. Stippling demonstrates that at least 225 

70% of models show agreement on the mean probability of all models at given grid point. An individual model’s 

agreement is determined when the difference between the multi-model mean probability and the selected model's 

probability is less than one standard deviation of multi-model mean probability. The green (red) contour line 

designates p value = 0.1 (0.05). Brown shades indicate low probability for the absence of Granger causality. 

ENSO = El Niño–Southern Oscillation. SST = sea surface temperature. 230 

- Regarding the sentence “In the Northern Hemisphere, this result might be due to decrease in solar 

radiation. ” (P6-L165)”, we added a reference as below: 

“In the Northern Hemisphere, this result might be due to decrease in seasonal solar radiation (Martens et 

al., 2018).” 

- Regarding the sentence “This increase in ENSO impacts might be related to the increase …” (P6-235 

L177), we removed this sentence to avoid confusing the readers. 

- Regarding the sentence “There are different factors that might contribute to the ambiguity of climate 

mode impacts on evaporation …” (P7-L204), we removed the word “might” in this sentence. We noted 

that in the next sentence, we provided some references for clarification. 
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Overall, we think the effects of climate modes on a single driver of evaporation do not imply the effects 240 

of climate modes on evaporation. This result points to the complexity of evaporation processes which 

are influenced by different factors. 

6. The statements at P8-L237-238 and P9-L258-260 are confusing. Modes of climate variability affect surface 

meteorological variables that drive the evaporation process like precipitation, wind, and air temperature, which, in 

turn, affect evaporation. The fact that no clear link can be found between evaporation dynamics and the modes of 245 

climate variability does not necessarily mean that these drivers are more important to explain variability in 

evaporation, but rather indicates that the drivers are not affected by the modes of climate variability in the models. 

Response: We thank the reviewer for raising this point. We re-structure these statements as below: 

“These results suggest that, for several regions of declining impacts of climate modes (highlighted in 

blue shades, Figure 6), the important drivers of evaporation processes in the 21st century (e.g., 250 

precipitation, near-surface air temperature, wind speed, soil moisture) tend to be not affected by the 

modes of climate variability in the models.”  

“Land evaporation is shown to have weak connection with teleconnection indices in several regions, 

suggesting the weak effects of climate modes on important drivers of land evaporation, such as local 

wind speed (Stephens et al., 2018), surface temperature (Laîné et al., 2014; Miralles et al., 2013), 255 

moisture supply (Jung et al., 2010) and amount of precipitation (Parr et al., 2016).” 

7. I am a bit surprised that there is generally little difference between the results for the future and historical periods. 

Several studies have shown that the modes of climate variability analysed in this paper are affected by climate 

change, and that (e.g.) more extreme states of these modes are expected (this is also acknowledged in the paper 

several times). How do the authors explain this small difference? 260 

Response: We think this small difference is due to the nature of methods used in this study. Here we 

assess the multi-year effects of climate modes on evaporation rather than the effects of single event. 

Thus, the effects on evaporation of the extreme states of these modes do not persist long enough to be 

significant. Moreover, in the climate system, the effects of these extreme IOD events might be 

compensated by the extreme events of other climate modes (e.g., ENSO).    265 

We added the following sentence to Section 4 to clarify this point: 

“These results imply that the effects on evaporation of the extreme states of the IOD do not persist long 

enough to be significant. Moreover, in the climate system, the effects of these extreme IOD events 

might be compensated by the extreme events of other climate modes (e.g., ENSO).” 
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TECHNICAL CORRECTIONS 270 

1. P1-L28-29: “… and are likely to have impacts on global evaporation and transpiration …”: it should be 

explained why this is expected, or the statement should be backed-up with references. 

Response: We thank the reviewer for this suggestion. We rewrote these sentences as below to clarify 

this point: 

“These climate modes may have influence on important drivers of evaporation such as surface 275 

temperature (e.g., Arora et al., 2016; Leung & Zhou, 2016; Sun et al., 2016; Thirumalai et al., 2017; 

Wang et al., 2017), precipitation (Dai and Wigley, 2000), soil moisture (Nicolai-Shaw et al., 2016), 

humidity (Hegerl et al., 2015) and wind speed (Hurrell et al., 2003; Yeh et al., 2018). Hence, these 

climate modes are likely to have impacts on global evaporation and transpiration (hereafter simply 

referred as ‘evaporation’).” 280 

2. P2-L31-32: It is unclear what is meant by this statement. I think “indicator” is simply the wrong choice of word 

here; else, the authors need to add which aspect of e.g. the global water cycle is “indicated” by evaporation. 

Response: We modified “indicator” to “variable contributing to” 

3. P2-L40: References should be given here to make clear about which “previous works” the authors are talking. 

Response: We corrected this sentence as follows: 285 

“Moreover, most of previous works (e.g., Shinoda and Han, 2005; Xing et al., 2016; Zveryaev and 

Hannachi, 2011) mainly address the connection between individual climate mode and evaporation, 

however, the role of other climate modes might not be included in the analyses.” 

4. P2-L36-48: Please note that Martens et al. (2018) preformed a comprehensive analysis of the impact of 16 major 

modes (including the ones tested here) of climate variability on terrestrial evaporation. Although the paper is cited in 290 

the results section, I think it is fair to cite it here as well. 

Response: We thank the reviewer for this suggestion. We rewrote the sentences in the Introduction as 

below to include the results shown in the study of Martens et al. (2018): 

“While previous studies emphasize the importance of ENSO (Martens et al., 2018; Miralles et al., 

2013), the Atlantic Multidecadal Oscillation, the Tropical Northern Atlantic Dipole, Tropical Southern 295 
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Atlantic Dipole and the IOD (Martens et al., 2018) on global land evaporation, the role of the NAO 

remains elusive.” 

5. P3-L61-62: The importance of this statement for the paper is not clear. 

Response: We added the following sentence to this statement to clarify its purpose: 

“Hence, the term ‘evaporation’ used in this study is referred to both transpiration and evaporation.” 300 

6. P4-L98: Indian Oceans → Indian Ocean 

Response: We modified the text 

7. Why do the authors use the probability of the absence of Granger causality, rather than the presence? To me this is 

rather confusing, especially when looking at figures. Also the discussion of Figure 5 at page 7 is complicated by this, I 

think. 305 

Response: We use the probability of the absence of Granger causality because the test of Granger 

causality is based on the null hypothesis of no Granger causal effects from climate modes to 

evaporation (see also the responses in section 2f and 2h of SPECIFIC COMMENTS). The probability is 

computed and shown for no causal effects. The presence of Granger causality is not directly tested, but 

it is an inference. We rewrote the first sentence of this paragraph as below to clarify this point: 310 

“Figure 5 shows the fraction area of Earth surface for land and ocean with probability for the absence of 

Granger causality between climate modes and evaporation less than 0.1 (i.e., p value < 0.1; here, the 

null hypothesis of no Granger causality from climate modes to evaporation is rejected at 10% 

significance level, hence, we conclude that there is significant causal effects; we note that the fraction 

area is substantially smaller if p value < 0.05).” 315 

8. Regarding Figures 1–4 and Figure 6: 

a. I would like to advice to use a different color map. The use of a “rainbow” color map is misleading 

and should be avoided (I encourage the authors to google this and find out the reasons). 

Response: We thank the reviewer for this advice. We changed the color map of Figures 1-3 to a more 

perceptually-uniform one (brown-to-white color scale). 320 
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Regarding Figures 4 and 6, we changed the color map to blue-white-brown color scale. The map 

represents both negative and positive p-value.  

We showed here Figures 1 and 4. 



16 

 

 

Figure 1. Multi-model mean probability map for the absence of Granger causality between ENSO and annual mean evaporation for the 325 
periods 1906-2000 (a) and 2006-2100 (b). Stippling demonstrates that at least 70% of models show agreement on the mean probability of 

all models at given grid point. An individual model’s agreement is determined when the difference between the multi-model mean 

probability and the selected model's probability is less than one standard deviation of multi-model mean probability. The green (red) 

contour line designates p value = 0.1 (0.05). Brown shades indicate low probability for the absence of Granger causality. ENSO = El 

Niño–Southern Oscillation. 330 
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Figure 4. Difference in multi-model mean probability for the absence of Granger causality between a pair of climate modes and annual 

mean evaporation. The results are shown for the periods 1906-2000 (a, b, c) and 2006-2100 (d, e, f). ENSO minus NAO (a, d). ENSO 

minus IOD (b, e). NAO minus IOD (c, f). Blue shades indicate lower probability for the absence of Granger causality. ENSO = El Niño–

Southern Oscillation. NAO = North Atlantic Oscillation. IOD = Indian Ocean Dipole. 335 

b. The labels indicating 60 and 90 degrees latitude (both south and north) overlap with the map. 

Response: We thank the reviewer for this suggestion. We removed all the longitude and latitude labels 

in the figures. 
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c. For the contours, I would use a color not used in the color map. 

Response: We thank the reviewer for this suggestion. We changed the color of the contours. 340 

d. The symbols used to indicate the lines of equal latitude and longitude should be different from the dot 

used to indicate the agreement between models. I would simply not plot the parallels and meridians to 

make the figures less busy. 

Response: We thank the reviewer for this advice. We removed the latitudinal and longitudinal grids to 

make the figures easier to read. 345 

9. Regarding Figure 5: this figure is currently useless in providing information on differences between IOD and NAO. 

Would it be possible to plot these on the right y-axis with a different scale? 

Response: We agree with the reviewer that it is difficult to distinguish the difference between the IOD 

and NAO. This is because the fraction area influenced by these 2 modes is very small and close to zero. 

In fact, the fraction areas of NAO are zeros in Figures 5a, c and d. The fraction area for the effects of 350 

the IOD and NAO is much smaller compared to the fraction area of ENSO. Thus, it is difficult to plot 

all these information. We added the following text in the Figure 5 caption to clarify this point: 

“Several fraction areas are close to zero” 

We should note that we have additional Figure S11 with similar information, but the fraction areas are 

computed for p value < 0.25 (i.e. climate modes are unlikely to have no causal effects on evaporation). 355 

This Figure might be used as an alternative to compare the difference between the IOD and NAO. We 

added the following text to the Discussions Section: 

“Figure S11 indicates that the land and ocean area influenced by the IOD is slightly higher compared to 

NAO.” 
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Response to Reviewer #2’s comments 

Jasper Denissen (Referee) 415 

jdenis@bgc-jena.mpg.de 

Received and published: 19 November 2019 

General comments 

The authors discuss the causal effects of climate modes on past and future (global) evaporation using an 

ensemble of simulations. With a (relatively) simple metric the authors show whether changes in (land or 420 

ocean) evaporation are likely to be caused by climate modes. The authors have done an impressive 

literature study, which backs up their own data-rich analysis. The main conclusion is basically that 

individual climate modes have effects all over the globe. The potential of this paper lies in using such a 

wealth of data (causal effects of different climate modes on global evaporation and its consistency 

across an ensemble of climate model simulations). In the end, most of the results are presented 425 

separately (per climate mode). I would advise to synthesize all causal effects of different climate modes 

in one global figure, where the authors could show in which regions (past or future) which climate 

mode is dominant. The text abundantly mentions which areas are influenced most by which climate 

mode, but visualizing this in a figure would give a much better overview in my opinion. 

Response: We thank Reviewer Jasper Denissen for helpful comments. In this document, the responses 430 

to the Reviewer’s comments are provided below in blue text. The Reviewer’s comments are shown in 

black text.  

We added Figure 7 as a summary for the dominance of individual climate modes on regional 

evaporation as below. We chose to only show the regions with p value less than 0.25, (i.e., climate 

modes are unlikely to have no causal effects on evaporation (Stocker et al., 2013)). 435 

We also added the corresponding text to Discussions section: 
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“The dominance of an individual climate modes on evaporation is summarized in Figure 7 for historical 

and future periods. Figure 7 shows the regions where the lowest probability for the absence of Granger 

causality between climate modes and evaporation is less than 0.25 (i.e., climate modes are unlikely to 

have no causal effects on evaporation). This result indicates the important role of ENSO on global 440 

evaporation.” 



23 

 

 



24 

 

Figure 7. The predominance of single climate mode on regional evaporation for periods 1906-2000 (a) and 2006-2100 (b). The 

predominance of a climate mode at a grid point is defined when the lowest p value of all climate modes (see also Figures 1, 2 and 3) at the 

given grid point is less than 0.25 (i.e., climate modes are unlikely to have no causal effects on evaporation). The predominance of ENSO, 445 
NAO and the IOD on evaporation are shown in red, blue and green shades, respectively. ENSO = El Niño–Southern Oscillation. NAO = 

North Atlantic Oscillation. IOD = Indian Ocean Dipole. 

Specific comments 

• Line 43: “Besides, evaluating the models’ consistency in reproducing the impacts of internal climate 

variability on evaporation is important for understanding the difference between models”. I do think this 450 

is important, but hardly mentioned in the paper. This could be emphasized more (in the 

abstract/conclusions?). 

Response: We thank the Reviewer for raising this point. We discussed the consistency of model 

simulations in Section 3. For example: “There is high agreement between models (indicated by stippling 

in Figure 1) in simulating ENSO-evaporation connection of these regions. Specifically, high agreement 455 

of climate models in teleconnection between ENSO and tropical oceans evaporation implies that models 

can simulate the impacts of ENSO on evaporation.” 

and 

“In historical simulations (Figure 2a), the IOD impacts might reach as far as the Southern Ocean (region 

close to 150°W to 120°W; 45°S to 60°S) where there is high agreement between models.” 460 

and 

“NAO mainly contributes to change in evaporation of the North Atlantic European sector where high 

agreement between models is found (see Figure S7 for additional details).” 

We added the following sentence to the Abstract and Conclusions as your suggestion: 

“There is high agreement between models in simulating the effects of climate modes on evaporation of 465 

these regions.” 

• Line 54-55: Why are the starting/ending years ‘roughly’ and not exactly...? 

Response: Most models have exactly starting/ending years of 1850/2005 for historical simulation and 

starting/ending years of 2006/2100 for future simulation. Several models have different starting/ending 
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years. For example, model MIROC5 has the ending year of 2012 in historical simulation. We think it is 470 

more correct to use the word ‘roughly’. 

• Line 59: From which climate model does ‘rlilpl’ come? Why only one member? 

Response: All models have the simulation r1i1p1. Using one ensemble member per model is a simple 

way to guarantee the “one model, one vote” rule (Knutti et al., 2010). Here we use 15 different models 

for the analysis, this common approach is widely used and helps to reduce the uncertainties. We added 475 

the following text to Section 2.1 to clarify this point: 

“As we use 15 different models for our analysis, the uncertainties related to the effects of climate modes 

on evaporation are reduced. The results based on multi-model mean were shown to be better and more 

reliable than single model results (Weigel et al., 2010).” 

• Line 61-62: “Most of climate models do not provide separately the data of evaporation from canopy 480 

(i.e. transpiration) and water evaporation from soil (i.e. evaporation).” What does this mean for this 

research? I miss a connecting sentence here. Maybe append something like: “which complicates 

attributing changes in evaporation to canopy or soil related processes.” 

Response: We thank the Reviewer for this suggestion. We rewrote this sentence as follows: 

“Most of the climate models do not provide separately the data of evaporation from canopy (i.e. 485 

transpiration) and water evaporation from soil (i.e. evaporation) which complicates attributing changes 

in evaporation to canopy or soil related processes. Hence, the term ‘evaporation’ used in this study is 

referred to both transpiration and evaporation.” 

• Line 65: “…, CMIP5 data is useful…” Why is the data useful? Because of the abundance of data 

based on climate models with slightly different assumptions? 490 

Response: The CMIP data is useful as they help to better understand past and future climate change, 

not only because the abundance of data. In fact, all models are not correct and climate models still have 

great uncertainties. Hence, using the results from multi models are important to reduce these 

uncertainties.  
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We rewrote this sentence as follows to clarify this point: 495 

“However, CMIP5 data is useful for better understanding of past and future climate and provides 

additional understanding about the connections between major climate modes and global evaporation.” 

We also mentioned the usefulness of climate model simulations in the Introduction as follows: 

“As long term and reliable evaporation data is lacking (e.g., Hegerl et al., 2015; Miralles et al., 2016), 

climate model simulations provide additional opportunity to examine the impacts of main climate 500 

modes on global evaporation.” 

• Line 73-74: Why focus on the tropical Pacific, tropical Indian and North Atlantic Oceans with the 

mentioned climate modes? Please motivate why these (and related climate modes) are in focus. 

Response: We added the following sentence to the Methods section to clarify this point: 

“These climate modes are the main sources of global climate variability at interannual timecales (e.g., 505 

Abram et al., 2003; Hurrell et al., 2003; McPhaden et al., 2006).” 

• Line 79: Please elaborate on what the order of the causal model means. 

Response: We rewrote this sentence as follows to clarify the meaning of the order: 

“…p ≥ 1 is the order (or the number of lagged time series) of the causal model…” 

• Line 90: What is it that makes the applied techniques necessarily robust? 510 

Response: We think the applied techniques (i.e., Granger causality test) are well established for 

detecting causal effects. We rewrote the Methods section as follows to clarify this point: 

“We apply test of Granger causality for the predictive model described in equation (1). Specifically, in 

order to assess the causal influence from Y to X, we compute the probability of the null hypothesis for 

an absence of Granger causality from Y to X. The model shown in equation (1) is defined as a complete 515 

predictive model where all variables (i.e., past data of evaporation and climate indices) are used to 

estimate evaporation. The null model of no causal effects from given climate mode (i.e., variable Y) to 

evaporation is defined by removing the terms related to Y (i.e., by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) in 



27 

 

equation (1). The complete model and the null model are then compared by using the following 

indicator: 520 

, 0(log log )
iY X p pL n → ==  − 

 

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the 

data time series. We test the significance of the complete model by comparing the LY→X indicator 

against a 𝜒𝑝
2 null distribution. This test results in a probability for no causal effect of the considered 

variable Y on evaporation.” 525 

• Line 100-102: “Specifically, high agreement of climate models in teleconnection between ENSO and 

tropical ocean evaporation implies that models can simulate the impacts of ENSO on evaporation.” 

Why does a high agreement between models necessarily signal a capability to simulate impacts of 

ENSO on evaporation? 

Response: We thank the Reviewer for raising this point. The map of ENSO-evaporation connection 530 

presented here (Figures 1 and S1) confirm the results obtained previously (e.g., ENSO influence on 

evaporation of Australia and Amazonia where there is high consistency between models as shown in 

Figure 1 and S1). Thus, we think this result show the capability of the models. However, there is 

uncertainty in some other regions. 

We removed this sentence to avoid confusing the readers.  535 

• Line 105: Why focus on two significance levels and not just on one? If two significance levels are 

necessary, please indicate why. 

Response: The purpose of using two significance levels is only for visualisation. In Figures 2 and 3, the 

region with 5% significance level is too small (e.g., for the effects of NAO and the IOD) and we think it 

would be useful to provide additional information with 10% significance level. In some cases, different 540 

significance levels should be used to show different level of uncertainty (e.g., Stocker et al., 2013). 

• Line 145: Figure S3 and S4 do not show seasonal responses of evaporation to the IOD. Do you mean 

Figure S5 and S6? 
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Response: We thank the reviewer for pointing this out. We corrected to Figure S5 and S6 for the 

seasonal responses of evaporation to the IOD. 545 

• Line 170: The differences in Fig. 4 do not imply unique combinations: a difference of -.1 can result 

from Granger causalities 0 and .1 or .9 and 1. I would advise to test whether the difference is significant 

or not. 

Response: We agree with the reviewer that these differences do not imply unique combinations. 

However, we note these values are original and are true values. Figure 4 is only the additional result of 550 

Figures 1, 2 and 3 which show the multi-model mean map of probability for no Granger causal impact 

from individual climate mode to global evaporation. The results described in Figures 1, 2 and 3 are 

tested for significance.  

We note that additional information is added to the Methods section as follows to clarify the 

significance test: 555 

“We apply test of Granger causality for the predictive model described in equation (1). Specifically, in 

order to assess the causal influence from Y to X, we compute the probability of the null hypothesis for 

an absence of Granger causality from Y to X. The model shown in equation (1) is defined as a complete 

predictive model where all variables (i.e., past data of evaporation and climate indices) are used to 

estimate evaporation. The null model of no causal effects from given climate mode (i.e., variable Y) to 560 

evaporation is defined by removing the terms related to Y (i.e., by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) in 

equation (1). The complete model and the null model are then compared by using the following 

indicator: 

, 0(log log )
iY X p pL n → ==  − 

 

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the 565 

data time series. We test the significance of the complete model by comparing the LY→X indicator 

against a 𝜒𝑝
2 null distribution. This test results in a probability for no causal effect of the considered 

variable Y on evaporation.” 

• Line 185-194: Are these results or do these belong in the discussion section? 
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Response: Yes, we think these sentences discuss the connection between the present study and previous 570 

ones (Martens et al., 2018; Miralles et al., 2013). 

• Line 209: In Figure 5, panels a and b can be combined, just as panels c and d to be able to be able to 

visually compare a bit better. The authors could even think of combining all the panels together, to see 

be able to compare easily between land and ocean, past and future (there are only 12 bars). 

Response: We thank the reviewer for this advice. We replaced Figure 5 by a new Figure as follows: 575 
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Figure 5. Fraction of Earth surface for land and ocean with probability for the absence of Granger causality between climate modes and 

evaporation less than 0.1 (i.e., p value < 0.1). The results are shown for the influence of individual climate mode on annual mean 

evaporation for periods 1906-2000 (a) and 2006-2100 (b). Fraction areas influenced by ENSO, NAO and IOD are shown in blue, red and 
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yellow bars, respectively. Several fraction areas are close to zero. ENSO = El Niño–Southern Oscillation. NAO = North Atlantic 580 

Oscillation. IOD = Indian Ocean Dipole. 

• Line 217-220: What is the added value of Figure S10 (showing Figure 5 with p 0.25)? The conclusion 

remains the same and inferences of this figure aren’t mentioned. 

Response: At standard significance level of 5%, the fraction areas for NAO and IOD are low and close 

to zero. We think it is important to provide additional information to show that NAO and the IOD still 585 

have the causal effects on evaporation at higher significance level. We also think this Figure S10 makes 

it easier to compare the effects of NAO and the IOD. 

We added the following text to the Discussions Section: 

“Figure S10 indicates that the land and ocean area influenced by the IOD is slightly higher compared to 

NAO.” 590 

• Line 231: Same comment as for Figure 4: I would advise to test whether the means are significantly 

different or not. 

Response: We thank the Reviewer for pointing this out. Figure 6 is only additional result of Figures 1, 

2 and 3 which show the multi-model mean map of probability for no Granger causal impact from 

individual climate mode to global evaporation. The results described in Figures 1, 2 and 3 are tested for 595 

significance.  

• Line 231-232: “Specifically, the fraction area of Earth surface showing lower probability of ENSO 

effects for 2006-2100 period is approximately 52.9% (Figure 6a).” I highly doubt this conclusion. The 

authors should first assess whether the differences are significant or not and after that determine 

reassess the overall ENSO effects. 52.9% is just slightly higher than just assigning an de(in)crease of 600 

ENSO effects randomly (50%). This also goes for following similar conclusions. 

Response: The differences shown here are original and true values because all the p-values are the 

results of Granger causality test for all climate models. The value 52.9% is not a random number but it 

is an original value and it shows the fact that ENSO causal effects on global evaporation are slightly 

different between the two periods 1906-2000 and 2006-2100 (See also Figure 1). Figure 6 is only an 605 
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additional result of Figures 1, 2 and 3 which show the multi-model mean map of probability for no 

Granger causal impact from individual climate mode to global evaporation. The results described in 

Figures 1, 2 and 3 are tested for significance.  

Technical corrections 

• Line 40: “… between individual climate modes” 610 

Response: We corrected as your suggestion. 

• Line 56: “Using other data periods with similar lengths (i.e., 95 years) do not alter…” 

Response: We corrected this sentence as follows: 

“Using other data periods with similar lengths (i.e., 95 years) do not alter the results and conclusions.” 

• Line 61: “Most of the climate models…” 615 

Response: We corrected as your suggestion. 

• Line 158: “…of NAO impacts…” 

Response: We corrected as your suggestion. 

• Line 187: “…in agreement with previous studies…” 

Response: Here we only cite one study. 620 

• Line 198: “in the Australian continent…” 

Response: We corrected as your suggestion. 

• Line 229-230: “…for the future period 2006-2100 and the historical period 1906-2000…” 

Response: We corrected as your suggestion. 

• Line 264: “…for a short term…” 625 
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Response: We corrected as your suggestion. 
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Abstract. Climate extremes, such as floods and droughts might have severe economic and societal impacts. Given the high 

costs associated with these events, developing early warning systems are of high priority. Evaporation, which is driven by 

around 50% of solar energy absorbed at surface of the Earth, is an important indicator of global water budget, monsoon 665 

precipitation, drought monitoring and hydrological cycle. Here we investigate the response of global evaporation to main 

modes of interannual climate variability, including the Indian Ocean Dipole (IOD), the North Atlantic Oscillation (NAO) 

and the El Niño-Southern Oscillation (ENSO). These climate modes may have influence on temperature, precipitation, soil 

moisture, wind speed, and are likely to have impacts on global evaporation. We utilized data of historical simulations and 

RCP8.5 future simulations derived from Coupled Model Intercomparison Project Phase 5 (CMIP5). Our results indicate that 670 

ENSO is an important driver of evaporation for many regions, especially the tropical Pacific. The significant IOD influence 

on evaporation is limited in western tropical Indian Ocean while NAO is more likely to have impacts on evaporation of the 

North Atlantic European areas. There is high agreement between models in simulating the effects of climate modes on 

evaporation of these regions. Land evaporation is found to be less sensitive to considered climate modes compared to 

oceanic evaporation. The spatial influence of major climate modes on global evaporation is slightly more significant for 675 

NAO and the IOD while slightly less significant for ENSO in the 1906-2000 period compared to the 2006-2100 period. This 

study allows us to obtain insight about the predictability of evaporation, and hence, may improve the early warning systems 

of climate extremes and water resources management. 

Keywords: ENSO; IOD; NAO; Evaporation; CMIP5; Water resources management; 

1 Introduction 680 

The North Atlantic Oscillation (NAO; e.g., Hurrell et al., 2003), the Indian Ocean Dipole (IOD; Saji et al., 1999; Webster et 

al., 1999), and the El Niño-Southern Oscillation (ENSO; e.g., Bjerknes, 1969; Neelin et al., 1998) are major modes of global 

climate variability. These climate modes may have influence on important drivers of evaporation such as surface temperature 

(e.g., Arora et al., 2016; Leung & Zhou, 2016; Sun et al., 2016; Thirumalai et al., 2017; Wang et al., 2017), precipitation 

(Dai and Wigley, 2000), soil moisture (Nicolai-Shaw et al., 2016), humidity (Hegerl et al., 2015) and wind speed (Hurrell et 685 
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al., 2003; Yeh et al., 2018),. Hence, these climate modes and are likely to have impacts on global evaporation and 

transpiration (hereafter simply referred as ‘evaporation’). Evaporation, which is driven by around 50% of solar energy 

absorbed at surface of the Earth (Cavusoglu et al., 2017; Jung et al., 2010), is an important indicator variable contributing 

toof global water budget, monsoon precipitation, drought monitoring and hydrological cycle (Friedrich et al., 2018; Kitoh, 

2016; Lee et al., 2019; Van Osnabrugge et al., 2019; Son and Bae, 2015). Additionally, changes in global evaporation are 690 

expected to feedback on global and regional climate. For example, land evaporation is shown to have influences on carbon 

cycles (Cheng et al., 2017), cloud cover (Teuling et al., 2017) and air temperature (Miralles et al., 2012). 

While previous studies emphasize the importance of ENSO (Martens et al., 2018; Miralles et al., 2013), the Atlantic 

Multidecadal Oscillation, the Tropical Northern Atlantic Dipole, Tropical Southern Atlantic Dipole and the IOD (Martens et 

al., 2018) on global land evaporation (Martens et al., 2018; Miralles et al., 2013), the roles of the IOD and NAO remains 695 

elusive. In addition, the future influence of these climate modes on global evaporation under warming environment remain 

unclear. Climate change and rising temperature might increase surface evaporation (Miralles et al., 2013), and thus, might 

reduce global water availability and cause change in hydrological cycle (e.g., Naumann et al., 2018). Moreover, most of 

previous works (e.g., Shinoda and Han, 2005; Xing et al., 2016; Zveryaev and Hannachi, 2011) mainly address the 

connection between individual climate modes and evaporation, however, the role of other climate modes might not be 700 

included in the analyses. As long term and reliable evaporation data is lacking (e.g., Hegerl et al., 2015; Miralles et al., 

2016), climate model simulations provide additional opportunity to examine the impacts of main climate modes on global 

evaporation. Besides, evaluating the models’ consistency in reproducing the impacts of internal climate variability on 

evaporation is important for understanding the difference between models. 

Here we investigate the causal impacts of major climate modes (i.e. ENSO, IOD and NAO) on global terrestrial and oceanic 705 

evaporation in CMIP5 model simulations for the 1906-2000 and the 2006-2100 periods. For this investigation, we use 

multivariate predictive models and tests of Granger causality which consider the simultaneous impact of climate modes on 

global evaporation (see Methods section 2.2). 

2 Data and Methods  

2.1 Data 710 

The data used in the present study was obtained from Coupled Model Intercomparison Project Phase 5 (CMIP5). We employ 

data of historical simulations (experiment name ‘historical’ in CMIP5) and future simulations with high-emissions climate 

change scenario (experiment name Representative Concentration Pathway [RCP] 8.5 scenario, ‘rcp85’) (Taylor et al., 2012). 

The RCP8.5 is a very high emission scenario with radiative forcing of 8.5 W/m2 in 2100 relative to the preindustrial level 

(van Vuuren et al., 2011). Warming environment in the RCP8.5 scenario increases the frequency of extreme ENSO and IOD 715 

events (Cai et al., 2014, 2015) and potentially modulates the impacts of these climate modes on global evaporation. The 

starting year of historical simulations is roughly 1850 and the ending year is roughly 2005 while the starting year of future 
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simulations is roughly 2006 and the ending year is roughly 2100. The results of the effects of climate modes on evaporation 

are compared between the historical period and the future period. Hence, iIn our analyses, we only use the data for the 1906-

2000 historical period as a reference (with similar data length) for the future period 2006-2100. Using other data periods with 720 

similar lengths (i.e., 95 years) does not alter the results and conclusions. We use different data variables, including monthly 

sea level pressure (i.e., ‘psl’ in CMIP5 datasets), sea surface temperature (i.e., ‘ts’), and evaporation (i.e., ‘evspsbl’). For 

each model, we only utilize one simulation (i.e., ‘r1i1p1’). The models employed in this study are listed in Table S1 

(Supplement). As we use 15 different models for our analysis, the uncertainties related to the effects of climate modes on 

evaporation are reduced. The results based on multi-model mean were shown to be better and more reliable than single 725 

model results (Weigel et al., 2010). Terrestrial evaporation is the flux of water at surface into the atmosphere due to 

transformation of both solid and liquid phases to vapor (from vegetation and underlying surface). Most of the climate models 

do not provide separately the data of evaporation from canopy (i.e. transpiration) and water evaporation from soil (i.e. 

evaporation) which complicates attributing changes in evaporation to canopy or soil related processes. Hence, the term 

‘evaporation’ used in this study is referred to both transpiration and evaporation.  730 

There might exist model biases in simulating ENSO (e.g. Taschetto et al., 2014), the IOD (Chu et al., 2014; Weller and Cai, 

2013), NAO (Gong et al., 2017; Lee et al., 2018) and there is uncertainty in capability of land surface models in modeling 

evaporation (Mueller & Seneviratne, 2014; Wang & Dickinson, 2012). However, CMIP5 data is useful for better 

understanding of past and future climate and provides additional understanding about the connections between major climate 

modes and global evaporation. 735 

2.2 Methods  

The NAO index (Hurrell et al., 2003) is computed as the first empirical orthogonal function (EOF) of boreal winter (DJF) 

sea level pressure (SLP) anomalies in the North Atlantic area (90ºW-40ºE, 20º-70ºN). We compute the dipole mode index 

(DMI) (Saji et al., 1999) as the discrepancy of SST anomalies between the western tropical Indian Ocean (50ºE-70ºE; 10ºN-

10ºS) and the south-eastern tropical Indian Ocean (90ºE-110ºE; 0ºN-10ºS) in the boreal fall (SON). We define the ENSO 740 

index as the average sea surface temperature (SST) anomalies in the Niño 3.4 region (120°W-170°W; 5Nº-5ºS) during boreal 

winter. We include ENSO, IOD and NAO in our analyses as these indices are three major climate modes of tropical Pacific, 

tropical Indian and North Atlantic Oceans. These climate modes are the main sources of global climate variability at 

interannual timecales (e.g., Abram et al., 2003; Hurrell et al., 2003; McPhaden et al., 2006). 

We evaluate the causal effects of a climate mode (i.e., NAO or DMI or ENSO) on evaporation by using the following 745 

predictive model (e.g., Mosedale et al., 2006): 

, ,

1 1 1 1

p p pm

t i t i i t i j i j t i t

i i j i

X X Y Z   − − −

= = = =

= + + +                                                                                                                           (1)                              
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where Xt is the annual mean (or seasonal mean) evaporation for year t, Yt is the selected index (i.e., ENSO or NAO or DMI) 

for evaluating the causal effects on evaporation for year t, Zj,t is the confounding variable j for year t, p ≥ 1 is the order (or 

the number of lagged time series) of the causal model, and m is total number of confounding variables. The optimal order p 750 

is computed by minimizing the Bayesian information criterion or Schwarz criterion (Schwarz, 1978). We note that the 

optimal orders might be different for each grid cell, depending on evaporation data of the selected grid cell. The optimal 

orders are normally less than 8 in our analysis, suggesting that the impact of major climate modes on evaporation is 

evaluated at inter-annual time scales. Confounding variables (e.g., if NAO is the selected index of possible causal influence 

on evaporation, the confounding variables are DMI and ENSO) may have impacts on the links between selected index and 755 

global evaporation. There are two form of confounding variables in our analysis, hence, m is equal to 2 in equation (1). The 

regression coefficients αi, βi and δj,i and the noise residuals εt are computed by using multiple linear regression analysis and 

least squares method. All climate indices and evaporation data are normalized (by using z-score) and detrended (by 

subtracting the trending line from given data; the trending line or the best-fit line is identified using least squares method). 

Detrending the data does not alter the results and conclusions. 760 

We apply test of Granger causality for the predictive model described in equation (1). Specifically, in order to assess the 

causal influence from Y to X, we compute the probability of the null hypothesis for an absence of Granger causality from Y 

to X. The model shown in equation (1) is defined as a complete predictive model where all variables (i.e., past data of 

evaporation and climate indices) are used to estimate evaporation. The null model of no causal effects from given climate 

mode (i.e., variable Y) to evaporation is defined by removing the terms related to Y (i.e., by setting 𝛽𝑖 = 0 𝑤𝑖𝑡ℎ 𝑖 = 1, … , 𝑝) 765 

in equation (1). The complete model and the null model are then compared by using the following indicator: 

, 0(log log )
iY X p pL n → ==  −   

where |Ωp| is the determinant of the covariance matrix of the noise residual, and n is the length of the data time series. We 

test the significance of the complete model by comparing the LY→X indicator against a 𝜒𝑝
2 null distribution. This test results in 

a probability for no causal effect of the considered variable Y on evaporation. Additional information on the test of Granger 770 

causality are explained in earlier works (e.g., Le, 2015; Le et al., 2016). The techniques employed in the present study 

provide robust assessment about the causal influence of considered climate mode on global evaporation. In addition, these 

approaches account for the concurrent influence of confounding variables and hence, provide more realistic evidence of the 

response of global evaporation to major climate modes.  

Modes of climate variability might be correlated to each other and this correlation might have effects on the relationship 775 

between these modes and other variables (e.g., evaporation) (Gonsamo et al., 2016; Martens et al., 2018). However, in the 

approach of Granger causal analysis, the conclusion for the causal effects from variable Y (i.e., the considered climate mode) 

to variable X (i.e., evaporation) is independent from the relationship between Y and other factors (i.e., the relationship 

between climate modes) (Mosedale et al., 2006; Stern and Kaufmann, 2013). 
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We apply the methods described above to all the single models. We then rescale the results of single model to 1° longitude 780 

×1° latitude spatial resolution. We use the rescaled results to compute the multi-model mean which is shown as a map of 

probability for no Granger causal impact from individual climate mode to global evaporation. 

We note that the temporal resolution of all analyses is yearly. Although the definition of the predictand (i.e., Xt in equation 

(1)) is based on both annual mean and seasonal mean values, the change in definition does not alter the temporal resolution 

of the predictand (i.e., the temporal resolution is yearly for both definitions used). We report the analyses using the annual 785 

mean of evaporation (i.e., the predictand Xt) as the main results of this study while the analyses using the seasonal mean of 

evaporation provide additional information. 

3 Results and discussions 

ENSO influence on evaporation 

The probability maps of no Granger causality between ENSO and global evaporation for the periods 1906-2000 and 2006-790 

2100 are shown in Figure 1. In both periods, ENSO is more likely to have influence on evaporation of different regions 

(highlighted in bluebrown shades) in both hemispheres, including middle Asia (regions closed to Caspian Sea, details are 

shown in Figure S1a in the Supplement), Indian Oceans, Indochina Peninsula, Australia (Figure S1b), tropical Pacific and 

northeastern South America (i.e. Amazonia, Figure S1c) and the Pacific coast of America (Figure S1d). There is high 

agreement between models (indicated by stippling in Figure 1) in simulating ENSO-evaporation connection of these regions. 795 

Specifically, high agreement of climate models in teleconnection between ENSO and tropical oceans evaporation implies 

that models can simulate the impacts of ENSO on evaporation. ENSO might indirectly influence global evaporation by 

modulating regional climate factors associated with evaporation processes. For example, ENSO significantly influence near 

surface wind, which is the main contributor of change in evaporation (Xing et al., 2016). The ENSO impacts on large part of 

tropical Pacific Ocean are robust at 5% and 10% significance levels (here we reject the null hypothesis of the absence of 800 

Granger causal effects between ENSO and evaporation at 5% and 10% significance levels, hence, we  conclude that there is 

significant causal impact; we note that the 5% and 10% significance levels are computed from the test for the absence of 

Granger causality). Further analyses reveal that ENSO has significant impacts on SST (Figure S2a) and zonal winds (Figure 

S2b) over the tropical Pacific for the 1906-2000 period (similar patterns are observed for the 2006-2100 period, not shown). 

In the tropical PacificHence, the influence of ENSO on evaporation might be associated with Wind-Evaporation SST (WES) 805 

effect (Cai et al., 2019). The WES effect occurs when warm (cold) water becomes warmer (colder) due to decrease 

(increase) in evaporation and weakened (strengthened) surface winds. Besides, ENSO is known to induce changes in global 

precipitation with decrease in rainfall in Africa, Indochina Peninsula, Indonesia, Australia and Amazonia during El Niño 

phase (Dai and Wigley, 2000) and thus indirectly influence evaporation of these regions. ENSO causal effects on global 

precipitation are shown in Figure S2c which indicates the close connection between precipitation and evaporation process in 810 

several regions (e.g., tropical Pacific, Australia, Amazonia and regions closed to Caspian Sea).  
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Additional analyses show a more robust influence from ENSO on global evaporation in boreal spring compared to other 

seasons (Figure S32 in the Supplement). The ENSO influence on boreal winter evaporation is mainly found in the tropical 

Pacific, while land evaporation is less likely to be influenced by ENSO in winter (Figure S32a). The limited response of 

Northern Hemisphere boreal winter evaporation to ENSO might be related to low energy supply (i.e. incoming solar 815 

radiation), which leads to reduction in land evaporation (Martens et al., 2018). Although ENSO strength peaks in boreal 

winter, the weak response of evaporation to ENSO during this specific time of the year suggests the important role of other 

internal climate modes or external factors (i.e. solar radiation). The boreal winter evaporation in the Southern Hemisphere 

might be controlled by local background conditions (e.g., surface temperature) and other major climate modes (e.g. the 

Southern Annular Mode [SAM]). The response of global evaporation to ENSO is found to be the most robust in boreal 820 

spring and gradually decrease in summer, fall and winter (Figure S32 and S43). These results indicate the persistent and 

lagged influence of ENSO on regional evaporation (e.g., Australia, northeastern South America and tropical Pacific are 

influenced during boreal spring, summer and fall). The seasonal connection between ENSO and global evaporation in future 

simulations (Figure S43) shows similar patterns compared to historical simulations (Figure S2S3). 

IOD influence on evaporation 825 

Figure 2 describes the evaporation response to the IOD which is mainly found in Indian ocean and the tropical Pacific. The 

IOD impacts are shown to be significant in the western tropical Indian ocean close to the eastern coast of Africa (Figures 2a 

and 2b, see Figure S4a S5a for additional details). The evaporation response in the western tropical Indian ocean to the IOD 

may be associated with the impact of the IOD on short rains in East Africa (Behera et al., 2006; Black et al., 2003). The IOD 

signature is also found in the areas close to the Horn of Africa (Figure 2a). This result is in agreement with previous work 830 

(Martens et al., 2018) which proposed a possible evaporation response of Horn of Africa to positive phase of the IOD. The 

IOD shows remote control of evaporation in parts of tropical Pacific, especially the eastern regions (Figure S54b). This 

teleconnection might be associated with the IOD effects on ENSO and SST in the eastern parts of tropical Pacific (e.g., 

Izumo et al., 2010; Le & Bae, 2019). In historical simulations (Figure 2a), the IOD impacts might reach as far as the 

Southern Ocean (region close to 150°W to 120°W; 45°S to 60°S) where there is high agreement between models. This IOD-835 

Southern Ocean teleconnection might be indirect and is possibly related to other major climate mode of the Southern 

Hemisphere (e.g. the SAM).  

Although the IOD is shown to contribute to droughts in East Asia (Kripalani et al., 2009) and Australia (Ashok et al., 2003; 

Cai et al., 2009; Ummenhofer et al., 2009), our analyses imply that the IOD impacts on evaporation of these regions are 

unclear, particularly in the future period of 2006-2100 (Figures 2b, S6 and S7). Additionally, there is uncertainty in the 840 

impact of the IOD on evaporation in other regions, including the middle East, South Asia, Southeast Asia where there is 

complex interactions between different climate modes (e.g., ENSO, IOD and the Indian summer monsoon rainfall; Cai et al., 

2011; Le & Bae, 2019). Unlike seasonal responses of evaporation to ENSO (Figure S3 and S4), the seasonal responses of 

evaporation to the IOD indicate similar patterns between different times of the year (Figure S6 and S7). Specifically, in all 
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four seasons, the IOD influence on evaporation is mainly shown in parts of tropical Indian and Pacific oceans. Although 845 

there is still uncertainty, IOD signal is found in evaporation change of Amazonia (i.e. northeastern South America, Figures 

S65a and S76a) in boreal winter (December–February) for several model simulations. These results are in agreement with 

previous study (Martens et al., 2018) which showed the sensitivity of evaporation in the rainforest to the IOD.  

NAO influence on evaporation 

The global evaporation response to NAO, which is limited in the Northern Hemisphere, is shown in Figure 3. NAO mainly 850 

contributes to change in evaporation of the North Atlantic European sector where high agreement between models is found 

(see Figure S87 for additional details). This conclusion shows consistency with earlier works and indicates the capability of 

models in simulating the connection between NAO and regional evaporation. Particularly, the positive phase of NAO leads 

to changes in temperature, transport of atmospheric moisture and precipitation in northern, central and western Europe and 

parts of southern Europe and thus causes change in evaporation (Hurrell et al., 2003). Given significant economic losses 855 

from floods in Europe caused by NAO (Hurrell et al., 2003; Zanardo et al., 2019), the predictability of regional evaporation 

using NAO index might be potentially helpful to mitigate the flood impacts. There is uncertainty of NAO impacts on 

southern North Atlantic and eastern Europe. In several models, NAO impact is found in small areas of the eastern tropical 

Pacific and South Atlantic (Figure 3a). NAO might also influence evaporation in parts of central North America and the 

coast of northeastern South America; however, these signatures are unclear (Figure 3a). The sensitivity of evaporation in the  860 

western coast of North America shown in Figure 3a is somewhat in agreement with the findings of previous study (Martens 

et al., 2018). 

The seasonal evaporation response to NAO is much weaker in boreal fall and winter compared to spring and summer (Figure 

S98 and S109). In the Northern Hemisphere, this result might be due to decrease in seasonal solar radiation (Martens et al., 

2018). The NAO impacts on northwestern Europe in boreal spring (Figure S98b and S109b) suggests several months lagged 865 

effect of NAO on evaporation of this region. Global evaporation response to NAO is the most robust in boreal spring where 

NAO signature might exist in large area of northern Eurasian continent and parts of Pacific Ocean (Figure S98b). 

Comparing the impacts of different climate modes 

Figure 4 shows the difference in multi-model mean probability for the absence of Granger causality between a pair of 

climate modes and annual mean evaporation. Specifically, the effects of ENSO on evaporation are more significant 870 

compared to NAO in large parts of tropical region (highlighted in blue shades which indicate lower probability of no 

causal impacts) while NAO effects are more significant in the high latitude region of Northern Hemisphere (highlighted in 

red shades), especially regarding the North Atlantic European sector (Figures 4a and 4d). We observe stronger signature of 

ENSO compared to the IOD in the Middle East, the Pacific coast of North America and large parts of the tropics, except for 

the western tropical Indian Ocean (Figures 4b and 4e). Figure 4e indicates the increase in ENSO spatial impact over the 875 

western Indian Ocean in the 21st century compared to 20th century. 
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increase in future extreme ENSO events (Cai et al., 2015). Interestingly, the IOD effects is found slightly stronger compared 

to ENSO in the North Pacific and North Atlantic, suggesting the potential role of the IOD in these regions. The impacts of 

NAO are more significant compared to the IOD in the North Atlantic European sector while IOD impacts are stronger in the 

tropical Pacific and Indian Oceans and high latitude region of southern hemisphere (Figures 4c and 4f). Overall, ENSO is the 880 

dominant mode of tropical evaporation while NAO largely contribute to regional evaporation in the high latitude of Northern 

Hemisphere. 

Discussions  

The map of ENSO-evaporation connection presented here (Figures 1, S1, S3 and S4) confirm the results obtained 

previously (e.g., ENSO influence on evaporation of Australia and Amazonia where there is high consistency between models 885 

as shown in Figure 1). The results shown here (Figures 1 and S2c) are partly in agreement with previous study (Miralles et 

al., 2013) which showed lower evaporation during El Niño events due to decrease in precipitation in eastern and central 

Australia and eastern South America. In addition, the robust signature of ENSO on evaporation of tropical regions is 

consistent with the findings of Miralles et al. (2013) which showed negative (positive) anomalies of evaporation for most of 

the tropics under El Niño (La Niña) conditions. Besides, our results also show new features of the connection between 890 

ENSO and global evaporation. Specifically, ENSO is more likely to have influence on the Pacific coasts of both North and 

South America. The IOD is suggested to be the main climate mode to have impacts on evaporation of both hemispheres 

(Martens et al., 2018), however, our results indicate that ENSO influence also has similar characteristics (Figures 1, S1 and 

S3). In addition, there is uncertainty of ENSO impacts on land evaporation, especially regarding the regions of South Asia, 

Africa and Southern South America. The result of ENSO influence on eastern Australia shows consistency with past findings 895 

(Martens et al., 2018; Miralles et al., 2013), however, we further indicate that there is also close connection between western 

Australia evaporation and ENSO variations (Figures 1, S1 and S3). In fact, evaporation in the Australian continent was 

shown to have highest sensitivity to ENSO conditions compared to other continents (Miralles et al., 2013). Additionally, our 

results suggest that ENSO is more likely to have impacts on evaporation of Australia during both historical period of 1906-

2000 and future period 2006-2100. We note that in the present study, we use longer data periods (i.e. 1906-2000 and 2006-900 

2100 model simulations) compared to recent works [e.g., 1982-2012 (Martens et al., 2018) and 1980-2011 (Miralles et al., 

2013) observations]. Hence, the length of data period might affect the statistical significance tests and the interpretation of 

results. There are different factors that contribute to the ambiguity of climate mode impacts on evaporation of several 

regions (e.g. South Asia, Africa and Southern South America). Specifically, these factors include the large discrepancies of 

current estimations of land evaporation for recent decades (Dong & Dai, 2017; Miralles et al., 2016), the limitations of 905 

climate models in simulating climate modes (Gong et al., 2017; Lee et al., 2018; Taschetto et al., 2014; Weller and Cai, 

2013) and the overestimation of simulated evaporation in most regions (Mueller and Seneviratne, 2014). Specifically, there 

are systematic biases in simulating yearly average evaporation in Australia, China, Western North America, Europe, Africa 

and part of Amazonia (Mueller and Seneviratne, 2014). Thus, these biases contribute to the uncertainties in the effects of 
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climate modes on evaporation. Nevertheless, the methods based on multi-model mean and Granger causality tests (see 910 

Section 2.2) help to reduce the uncertainties and provide robust results and conclusions. 

Figure 5 shows the fraction area of Earth surface for land and ocean with probability for the absence of Granger causality 

between climate modes and evaporation less than 0.1 (i.e., p value < 0.1; here, the null hypothesis of no Granger causality 

from climate modes to evaporation is rejected at 10% significance level, hence, we conclude that there is significant causal 

effects; we note that the fraction area is substantially smaller if p value < 0.05). Specifically, during the period 1906-2000, 915 

nearly 1.039% of land area is affected by ENSO at 10% significance level while the affected land areas by NAO and the IOD 

are 0% and 0.017%, respectively (Figure 5a). The area of oceanic evaporation influenced by ENSO, NAO and the IOD are 

2.908%, 0.01% and 0.196%, respectively (Figure 5ab). We observe an increase in land area affected by ENSO to 1.38% 

during the 2006-2100 period while the affected land areas by NAO and the IOD are 0% (Figure 5bc). The area of oceanic 

evaporation influenced by ENSO, NAO and the IOD are 2.944%, 0.003% and 0.122%, respectively (Figure 5bd). This result 920 

shows a minor decrease in NAO and IOD effects on oceanic evaporation during the 2006-2100 period compared to the 1906-

2000 period. Figure S110 shows additional analyses for the fraction area of Earth surface for land and ocean with probability 

for the absence of Granger causality between climate modes and evaporation less than 0.25 (i.e., climate modes are unlikely 

to have no causal effects on evaporation; Stocker et al., 2013). Figure S11 indicates that the land and ocean area influenced 

by the IOD is slightly higher compared to NAO. 925 

The considered climate modes (i.e. ENSO, NAO and IOD) are more likely to have influences on global evaporation over 

oceans while they have limited signature in change of land evaporation for many regions (Figures 1, 2, 3, 5 and S110). These 

results indicate the role of other factors in modulating land evaporation. Particularly, the influence of major climate modes 

on land evaporation might be offset by other factors like greenhouse gases, aerosols or solar radiation (Dong and Dai, 2017; 

Hegerl et al., 2015; Liu et al., 2011). The impacts of climate modes on ocean evaporation contribute to change in global 930 

hydrological cycle as ocean evaporation might affect land water cycle by inducing change in regional precipitation (Diawara 

et al., 2016). For example, the evaporation of the eastern North Pacific is the main moisture supply for precipitation in 

California (Wei et al., 2016).  

Changes in the spatial influences of major modes of climate variability on regional evaporation for the future period 2006-

2100 and the historical period 1906-2000 depend on each climate mode (Figures 1, 2, 3). Analyses in details of the 935 

difference between these two periods are shown in Figure 6. Specifically, the fraction area of Earth surface showing lower 

probability of ENSO effects for 2006-2100 period is approximately 52.9% (Figure 6a). This result indicates that ENSO 

slightly expand the impacted regions (highlighted in red shades, Figure 6a) during 2006-2100 period compared to 1906-2000 

period. Conversely, the fraction area of Earth surface for effects of NAO and the IOD during the 2006-2100 period are 

decreased with 47.2% and 45.7%, respectively (Figure 6b and 6c). These results suggest that, for several regions of declining 940 

impacts of climate modes (highlighted in blue shades, Figure 6), the important drivers of evaporation processes in the 21st 

century (e.g., precipitation, near-surface air temperature, wind 

speed, soil moisture) tend to be not affected by the modes of climate variability in the models. For example, response of 
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regional evaporation to climate warming depends on precipitation (Parr et al., 2016; Zhang et al., 2018) and projected rise of 

surface temperature is shown to mainly contribute to the increase in regional evaporation (Laîné et al., 2014). Because the 945 

volume of moisture carried by air increases with air temperature, the atmospheric water vapor demand is expected to 

increase with rising air temperature and rising greenhouse gases concentration (Miralles et al., 2013). In addition, the 

declines in pan evaporation in southern/western Australia are mainly caused by decreases in wind speeds (Stephens et al., 

2018). 

The dominance of an individual climate modes on evaporation is summarized in Figure 7 for historical and future periods. 950 

Figure 7 shows the regions where the lowest probability for the absence of Granger causality between climate modes and 

evaporation is less than 0.25 (i.e., climate modes are unlikely to have no causal effects on evaporation). This result indicates 

the important role of ENSO on global evaporation. 

4 Conclusions 

The CMIP5 historical and RCP8.5 future simulations provide an opportunity to assess the influence of major climate modes 955 

on global evaporation, which plays an important role in hydrological cycle, drought monitoring and water resources 

management. This paper employed tests of Granger causality and showed vigorous evaluation of possible impacts of NAO, 

the IOD and ENSO on global evaporation. 

The results show that ENSO is likely to have impacts on evaporation of different regions in both hemispheres, including 

tropical Pacific and Indian Oceans, Indochina Peninsula, middle Asia (regions closed to Caspian Sea), Australia, 960 

northeastern South America (i.e. Amazonia) and the Pacific coast of North and South America. The impacts of NAO are 

mainly found in the North Atlantic and European regions while the notable influence of the IOD is limited in western 

tropical Indian Ocean and part of eastern tropical Pacific. There is high agreement between models in simulating the effects 

of climate modes on evaporation of these regions. Despite more extreme IOD events are expected in the future (Cai et al., 

2013, 2014), the spatial influences of the IOD on evaporation are slightly less significant in the 2006-2100 period compared 965 

to the 1906-2000 period. These results imply that the effects on evaporation of the extreme states of the IOD do not persist 

long enough to be significant. Moreover, in the climate system, the effects of these extreme IOD events might be 

compensated by the extreme events of other climate modes (e.g., ENSO). The weak impacts of ENSO, NAO and the IOD on 

evaporation of several regions suggest the importance of external forcings (e.g. greenhouse gases radiative forcing, solar 

forcing) and other climate modes on global evaporation variability. We emphasize the strong connection between considered 970 

climate modes (i.e. ENSO, IOD and NAO) and oceanic evaporation at interannual time scales. Land evaporation is shown to 

have weak connection with teleconnection indices in several regions, suggesting the weak effects of climate modes on 

important drivers of land evaporation, such asrole of local wind speed (Stephens et al., 2018), surface temperature (Laîné et 

al., 2014; Miralles et al., 2013), moisture supply (Jung et al., 2010) and amount of precipitation (Parr et al., 2016) on changes 

in land evaporation. 975 
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Our results may have suggestions for the predictability of regional evaporation (e.g. Australia, tropical Pacific, tropical 

Indian and North Atlantic Oceans, the Pacific coast of North and South America, Amazonia, Europe, Indochina Peninsula 

and middle Asia) by using past time series of major climate modes for a short term of several years. The results of this study 

might provide information for drought and flood prediction as evaporation is an important metric for quantifying drought 

(McEvoy et al., 2016) and flood events.  980 

Uncertainty regarding the impact of major climate modes on evaporation of several regions (e.g. ENSO impacts on 

evaporation of South Asia, South Africa, eastern North America, southern South America; the IOD impacts on western 

Africa and South Asia; NAO impacts on North Atlantic and surrounding areas) suggests that additional works are necessary. 

Further investigation about the effects of other internal climate modes (e.g., the Southern Annular Mode [SAM], the Indian 

Ocean Basin [IOB] mode, the North Tropical Atlantic [NTA]) on evaporation might improve our understanding of the 985 

response global hydrological cycle to internal climate variability. Little effort has been made to quantify the influences of  

external climate factors (i.e., volcanic eruptions, solar variations, and changes in concentration of greenhouse gases) on 

global evaporation, thus, these analyses might be a subject of forthcoming studies. 
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Figure 1. Multi-model mean probability map for the absence of Granger causality between ENSO and annual mean evaporation for the 

periods 1906-2000 (a) and 2006-2100 (b). Stippling demonstrates that at least 70% of models show agreement on the mean probability of 

all models at given grid point. An individual model’s agreement is determined when the difference between the multi-model mean 

probability and the selected model's probability is less than one standard deviation of multi-model mean probability. The green (red) 1190 
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contour line designates p value = 0.1 (0.05). Brown shades indicate low probability for the absence of Granger causality. ENSO = El 

Niño–Southern Oscillation. 
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Figure 2. As in Figure 1, but for Granger causality between IOD and annual mean evaporation. IOD = Indian Ocean Dipole. 



53 

 

   1195 

Figure 3. As in Figure 1, but for Granger causality between NAO and annual mean evaporation. NAO = North Atlantic Oscillation. 
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Figure 4. Difference in multi-model mean probability for the absence of Granger causality between a pair of climate modes and annual 

mean evaporation. The results are shown for the periods 1906-2000 (a, b, c) and 2006-2100 (d, e, f). ENSO minus NAO (a, d). ENSO 

minus IOD (b, e). NAO minus IOD (c, f). Blue shades indicate lower probability for the absence of Granger causality. ENSO = El Niño–1200 
Southern Oscillation. NAO = North Atlantic Oscillation. IOD = Indian Ocean Dipole. 
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Figure 5. Fraction of Earth surface for land and ocean with probability for the absence of Granger causality between climate 

modes and evaporation less than 0.1 (i.e., p value < 0.1). The results are shown for the influence of individual climate mode on annual 

mean evaporation for periods 1906-2000 (a) and 2006-2100 (b). Fraction areas1205 
 influenced by ENSO, NAO and IOD are shown in blue, red and yellow 
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bars, respectively. Several fraction areas are close to zero. ENSO = El Niño–Southern Oscillation. NAO = North Atlantic Oscillation. IOD 

= Indian Ocean Dipole. 
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Figure 6. Difference of probability for the absence of Granger causality of individual climate mode on annual mean evaporation between 1210 
periods 1906-2000 and 2006-2100 (i.e., period 1906-2000 minus period 2006-2100). The results are shown for ENSO (a), IOD (b) and 

NAO (c). Blue shades indicate lower probability of no Granger causality during period 1906-2000 compared to period 2006-2100. 

Brown shades indicate lower probability of no Granger causality during period 2006-2100 compared to period 1906-2000. ENSO = El 

Niño–Southern Oscillation. NAO = North Atlantic Oscillation. IOD = Indian Ocean Dipole. 
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Figure 7. The predominance of single climate mode on regional evaporation for periods 1906-2000 (a) and 2006-2100 (b). The 

predominance of a climate mode at a grid point is defined when the lowest p value of all climate modes (see also Figures 1, 2 and 3) at the 

given grid point is less than 0.25 (i.e., climate modes are unlikely to have no causal effects on evaporation). The predominance of ENSO, 

NAO and the IOD on evaporation are shown in red, blue and green shades, respectively. ENSO = El Niño–Southern Oscillation. NAO = 

North Atlantic Oscillation. IOD = Indian Ocean Dipole. 1220 
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