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General comments 
Elshamy et al. detail testing and resultant guidelines for the configuration and initialization (especially 
‘spinning up’) of permafrost in large-scale hydrologic models, with a focus in this study of the Mackenzie 
River Basin. Permafrost exerts primary control on hydrologic routing in cold regions, and thus this topic is 
critical for Canada and other countries with high latitude regions that are experiencing high rates of 
warming. As such, the manuscript scope is a good fit for HESS, and the collective authorship team offers 
many decades of modeling experience and insight. I think the paper will be a useful contribution to HESS, 
but I think it needs some reworking.  
 
We would like to thank the reviewer for the time spent to carefully review our manuscript. We greatly 
appreciate the important points raised. We present our response to reviewer’s comments below. The 
reviewer comments are listed below in regular black text, and our response in regular blue text. Some of 
the reviewer’s suggestions have been addressed in the revised manuscript under preparation while other 
responses point towards what we intend to do further in the manuscript. 
 
Major concerns  
1. This is a vague concern, but this comes across as a bit of a high-end technical report in places, more 
than a research paper. Rather than detail why that is, I list a few specific concerns below that map to 
this general overarching theme.  
 
While we appreciate this comment, this manuscript was written directly as a research paper. Hopefully 
by addressing the specific concerns below, in addition to the various revisions made to the manuscript, 
this concern will have been also addressed. 
 
2. This discussion on changing annual discharge is a bit overly simplified. I’d break this down a bit more 
into different seasons. There is a pretty consistent increase in minimum flows across the pan-Arctic (see, 
for example, the recent ECCC report, Canada’s Changing Climate, or Walvoord and Striegl 2007 GRL, St 
Jacques and Sauchyn 2009 GRL, Duan et al. 2017 Water – for China)  
 
Thanks for pointing out the importance of seasonal changes to streamflows and for the relevant literature. 
The discussion on that has been revised to reflect the complexity of streamflow response due to 
differences in seasonal changes based on the suggested literature – see L39-45 in the revised manuscript. 
 
3. The intro is quite long – it is 6 paragraphs, of which several are long. Also, the objectives section which 
follows is normally embedded in the intro in most papers. This would add about another 2 paragraphs. 
This needs to be trimmed. Paragraph 4 is especially wordy. Paragraphs 5 and 6 could be cut by 50%. 
 



Thanks for the suggestion to shorten the Introduction & Objectives sections. We have refocused the 
Introduction and shortened the paragraphs. We also removed the Objectives section and added a short 
paragraph for it at the end of the Introduction. Please see the revised Introduction Section. 
 
4. Lists or bulleted sections are not written very parallel in this paper, and they are hard to relate and 
read. L155-168, L459-467, and L686-691 are examples.  
 
Thanks for the suggestion. We have noted the issue and rephrased the bullets throughout the document 
to make them parallel. 
 
5. L205-210, this is very late in the paper to be delineating the focus 
 
The focus was already given in the objectives, now in L124-130, integrating the rationale for selecting 
the sites that was given by L205-210 in the original manuscript.  
 
6. Because there are three sites, the site description is very long (Sections 3.2.1, 3.2.2, and 3.2.3. This 
takes up about 7 pages, which is similar in length to short paper on its own. Basically, some of this 
information (especially the inordinate focus on parameterization, when that is not the point of the 
study) needs to be moved to an electronic supplement. It detracts from the key messaging, and it’s not a 
very invigorating read. I think the site description is key, but could be shorter, but I don’t think the 
reader needs to wade through endless parameter justification, which could be built into tables in a 
supplement for interested readers.  
 
Thanks for the suggestions. This is also suggested by Reviewer 2. We agree that Section 3.2 has become 
too lengthy and moved most of the text into a supplement and kept only relevant parts, in Section 2.2 of 
the revised manuscript. 
  
7. Oct. 1979 is certainly late in history as a representative climate from which to base the model spin up.  
I realize this is briefly addressed later, but I suspect a permafrost modeler would object. 
 
We agree that 1979 may be considered late to start model spin-up for permafrost. Previous work at 
Norman Wells (Sapriza-Azuri et al., 2018) showed some sensitivity of permafrost conditions to the spin-
up year but only if a warm year is selected (Figure 12 in the above mentioned paper). Based on that, the 
authors suggested to use an average year for the spin-up. We checked that the selected hydrological 
year (Oct 1979-Sep 1980) is close to an average year based on available records (see Table 4 in the 
revised manuscript). There are severe logistical problems in using a longer period. One has to use 
another climatic dataset to use earlier years as WFDEI only starts in 1979. This means that alternative 
climatic forcing datasets have to be used and this will have impacts on the results, introducing 
considerable additional uncertainty. The selected year is performing well for most aspects of our 
simulation and is resulting in a colder rather than warmer temperatures for the minimum envelopes. 
Section 2.4 in revised manuscript gives some detail about the selection of the climate forcing dataset. 
 
8. I think a small section on the thermal physics in the model (governing equations, soil freezing curves if 
any, etc.) would be far more useful to the reader than the emphasis on parameters.  
 
Thanks for the suggestion. We have added that to Section 2.1 of the revised manuscript with more 
details in Section S1 of the supplementary material. 
 



9. This contribution is very qualitative and even anecdotal in places. For example ‘seems’ should up 7 
times in the manuscript, while ‘seem’ shows up in 8 places. The difference in model runs are not 
compared via standard metrics like RMSE or something like that. The discussion seems to rather focus 
on apparent discrepancies and vague explanations. For examples of this, just consider any section on 
model comparisons or differences. Also, note recurring appearances of ‘much more’ and ‘too small’ – a 
few actual numbers would be nice.  
 
Thanks for the suggestion. We relied on visual comparisons to assess differences amongst the different 
simulations. To fully address this comment, we calculated RMSE for ALT, DZAA, and temperature 
envelopes in all results sections of the revised version. Despite the high uncertainty level in both 
observations and simulations, we have tried to use more definitive language and logical explanations. 
 
10. The authors do not frame their permafrost modeling results in the discussion around past 
contributions. Cryosphere scientists have been modeling permafrost and considering spin up scenarios 
for a very long time. The authors’ work is new and interesting (especially the focus on the inclusion of 
permafrost in large-scale hydrologic modeling), but the thermal physics under consideration are not 
overly new, and it would make sense to relate their study findings. 
 
Thanks for pointing out this and for describing the work as new and interesting. We revised the 
discussion to compare the results to other relevant studies. 
 
Minor concerns  
Many of these are quite trivial  
 
Thanks for helping us improve the manuscript by taking the time to point out these. 
 
L13, comma after ‘average’ L33, shouldn’t basin be capitalized here as elsewhere when preceded by 
Mackenzie or Mackenzie River?  
 
Changed as advised. 
 
L33, ‘heating up by 4 degC’ . . ..over what time period? 100,000 years? 50 years? 
 
Revised to: “… by 4ᵒC between 1948 and 2016.” 
  
L36, ‘American rivers’ should just be ‘America’ and the subsequent semicolon should be a comma 
 
Revised as advised. 
 
L75, ‘implied’ should be ‘inferred’ 
 
Revised as advised. 
 
L119, ‘In addition to: : :.for spinning’ is a fragment 
 
Removed as it was not addressed in the paper. 
 
 



L143 and elsewhere, ‘etc.’ occurs in the paper where it is entirely superfluous in a couple places. It tends 
to look choppy – ‘such as’ is sufficient. 
 
Removed in the revised manuscript. 
 
L141, Land does not need to be capitalized 
 
Capitalization removed. 
 
L152, does this mean that sandstone thermal properties are always used the for the bedrock 
conductivity everywhere? This seems less than ideal. 
 
Well, we agree it is not ideal, but this is how it is implemented. We have added it to the discussions as a 
potential improvement to CLASS. 
 
L161 ‘thus we use a thaw, rather than a freeze criterion’ – I have no idea what this means 
 
“The active layer thickness is defined as the thickness of the layer that is subject to annual thawing and 
freezing in areas underlain by permafrost” (van Everdingen, 2005). “Strictly speaking, the active layer 
thickness is defined as the lesser of the maximum seasonal frost depth and the maximum seasonal thaw 
depth” (Walvoord and Kurylyk, 2016). The maximum frost depth can be different from the maximum 
thaw depth. In case the frost depth is less than the thaw depth, there is a layer above the permafrost 
that is warmer than 0°C but is not connected to the surface (a talik). Because active layer observations 
are usually based on measuring the maximum thaw depth, we adopted the same criterion when 
calculating active layer thickness in the model. This has been clarified further in L169-179 of the revised 
manuscript. 
 
L167, This is more commonly called the ‘seasonal penetration depth’, at least in nonpermafrost regions 
 
We do not disagree with the reviewer on the terminology. However, the work is about permafrost. 
Therefore, we revised the manuscript to use the more standard term – Depth of Zero Annual Amplitude 
(DZAA) depth as suggested by Reviewer 2. 
 
L170, permafrost is not defined cryotically like this (frozen vs. unfrozen). It’s a temperature definition – 
i.e. ground below 0C for two or more consecutive years – see, for example, Dobinski, 2011, Earth 
Science Reviews. 
 
Thanks for pointing this out. We revised the text accordingly and added references. See L169-179 of the 
revised manuscript. 
 
L173, “MESH/CLASS used to output” should change to ‘Prior versions of MESH/CLASS outputted merely 
temperature profiles’ or something like this 
 
Revised to “Prior versions of MESH/CLASS merely outputted …” on L180 of the revised manuscript. 
 
175, ‘A CLASS typical’ should be ‘A typical CLASS’ 
 
Revised to “A typical CLASS …” on L181 of the revised manuscript. 



 
L192, “these has’ should be ‘these have’, and I’m not sure what ‘to be carried back to the MRB scale’ 
means 
 
The aim is to establish a methodology that is applicable to the large scale rather than finding the best 
configuration for the selected sites if it cannot be implemented at the large scale. This has been included 
on L298-299 of the revised manuscript. 
  
L197, ‘North West’ should be ‘Northwest’ 
 
Revised as advised. 
 
L216, ‘with’ should be ‘by’ and the rest of this sentence needs to be rewritten as it is confusing what it 
means 
 
We revised the sentence to read: “The basin is located in the sporadic permafrost zone where 
permafrost underlies few spots only and is characterized by warm temperatures (> -1ᵒC) and limited 
(<10m) thickness (Smith and Burgess, 2002)”. Now on L250-252 of the revised manuscript. 
 
L220-221, Weather and North should not be capitalized 
 
Revised as advised. 
 
L302, should not be semicolon 
 
Revised as advised – Now in supplementary material. 
 
L304, why does deep permafrost imply no groundwater? It would make more sense to note that the 
cold climate prevents the formation of a lateral talik, and thus there is no perennial shallow 
groundwater. See Lamontagne-Halle et al. 2018 (Environmental Research Letters) or Connon et al. 2018, 
JGR-Earth Surface. 
 
Thanks for pointing out this. We revised the text, which was moved to the supplementary material.  
 
L316 (and elsewhere, do a word search), ‘envelops’ should be ‘envelopes’ 
 
Thanks for pointing this out. We checked the manuscript for all instances and corrected accordingly. 
 
References 
van Everdingen, R. O.: Glossary of Permafrost and Related Ground-Ice Terms., 2005. 
Sapriza-Azuri, G., Gamazo, P., Razavi, S. and Wheater, H. S.: On the appropriate definition of soil profile 
configuration and initial conditions for land surface–hydrology models in cold regions, Hydrol. Earth 
Syst. Sci., 22(6), 3295–3309, doi:10.5194/hess-22-3295-2018, 2018. 
Smith, S. L. and Burgess, M. M.: A digital database of permafrost thickness in Canada., 2002. 
Walvoord, M. A. and Kurylyk, B. L.: Hydrologic Impacts of Thawing Permafrost—A Review, Vadose Zo. J., 
15(6), 0, doi:10.2136/vzj2016.01.0010, 2016. 
 



 

 
 

Interactive comment on “On the Configuration and 
Initialization of a Large Scale Hydrological Land Surface 
Model to Represent Permafrost” by M. E. Elshamy et al.  
 
Anonymous Referee #2 
 
Received and published: 29 July 2019 
 
This study aims to derive a robust, yet computationally efficient initialization parameterization 
approach that can be applied to regions where data are scarce and simulations typically require large 
computational resources. An upscaling approach to inform large-scale ESM simulations based on the 
insights gained by modelling at small scales was performed. The results show that the model has good 
performance in reproducing present-climate permafrost properties at the three sites at the Mackenzie 
River Valley. The results also demonstrate that the simulations are sensitive to the soil layering 
scheme, the depth to bedrock, and the organic soil properties.  
 
It is really important to investigate the performances of hydrological and land surface models in 
permafrost regions under climate change. However, there are some shortcomings that might affect 
the contribution of this study. My main concern and comments are listed as follow.  
 
We would like to thank the reviewer for the time spent to carefully review our manuscript. We greatly 
appreciate the important points raised. We present our response to reviewer’s comments below. The 
reviewer comments are listed below in regular black text, and our response in regular blue text. Some 
of the reviewer’s suggestions have been addressed in the revised manuscript under preparation while 
other responses point towards what we intend to do. 
 
General comments  
1. Lin 34:...however, are not so clear…You should give citations.  
 
The statement is followed by a couple of sentences that provide further explanation and citations 
and was further strengthened based on comments from Reviewer 1. Please check L34-45 of the 
revised manuscript. 
 
2. Line 39: What do you mean “uncertainty”?  
 
With the modifications to the first paragraph given above, we rephrased our statement to read: 

“The hydrological response of cold regions to climate change is highly uncertain …”, now on L50-53 
of the revised manuscript. The introduction have be refocused in the revised manuscript. 

 
3. Line 46-50: You give importance of permafrost here, which may be not suite for this paragraph. I 
suggest that you provide separate paragraph to show the importance of permafrost and the 
progress in interaction between permafrost and hydrological at the beginning of the introduction.  
 
As we have refocused the introduction, this has been addressed in paragraph 2 of the Introduction 
in the revised manuscript. 
 
4. Line 51 and 91: Here the authors give the modeling work in hydrological processes in permafrost 
regions, I noticed that the models were all land surface models. As I know, there were many 
modeling work that has been done by hydrological models in cold regions, such as VIC, GBHM. I 



 

 
 

would suggest that the authors to provide the different with hydrological models and land surface 
models on the previous modeling work in hydrological processes in cold regions, then clearly state 
why you choose the land surface model for this study.  
 
While the contributions of the mentioned studies are significant, the emphasis herein was to 
consider those models that include robust representation of the energy balance and are able to 
produce detailed temperature profiles in multi-layer deep soil columns. Generally, hydrological 
models do not include the full energy balance and therefore they do not have a handle on 
permafrost unless they are coupled with other energy balance models, as Zhang et al. (2012) did 
with GBHM. VIC (Liang et al., 1994) is a special case of hydrological models and is often described as 
a land surface hydrological model which makes it similar to MESH in this regard. The modelling 
efforts also include thermal modelling (e.g. Wright et al., 2003) as mentioned in the manuscript. We 
revised the introduction and added some references to reviews of permafrost modelling such as 
Riseborough et al. (2008) and Walvoord and Kurylyk (2016) to guide the interested reader. See L59-
62 of the revised manuscript. 
 
5. Section 3.2 Study Sites and Data: This section is too long. Please make it concise using figures and 
tables. In addition, you may combine Section 3.5 (Climate Forcing) with this Section. They are all 
data introduction.  
 
We agree with the Reviewer that Section 3.2 is too long (2.2 in the revised manuscript) and we have 
shortened it and moved most of the details to a supplement. This is also suggested by Reviewer 1. 
However, we kept the Climate Forcing (now Section 2.4) as a separate section. 
 
6. Line 170-171, Permafrost, which is defined as ground in which temperatures have remained at or 
below 0°C for at least two consecutive years. There is variation in temperature between different 
years, the bottom of the active layer is not necessarily connected to permafrost table, and a melting 
sandwich may occur. The author judges the active layer thickness by the change of soil temperature 
one year. This should be distinguished from the permafrost table.  
 
Thanks for pointing up this discussion. We fully agree with the reviewer and that is the reason we 
use a “thaw rather than freeze criterion” in the definition of the ALT and explicitly mention that it 
has to be connected to the surface. We revised the text to emphasize this difference. Please see 
L169-179 in the revised manuscript. 
 
7. Line 190-193: As I know, there are two alternative schemes for soil organic layer in land surface 
models, one is assuming one or more organic matter layers cover the mineral layer at a vertical 
depth, the other is the weighted combination approach, such as in CLM. I suggest that you should 
compare the two schemes and give their different. 
 
CLASS can either use a percentage of organic matter within a mineral soil layer or use fully organic 
layers. In the first case, the organic content is used to modify soil hydraulic and thermal properties - 
similar to CLM (Oleson et al., 2013). In the latter, CLASS has special values for those properties 
depending on the type of organic soil selected (Fibric, Hemic or Sapric) based on the work of Letts et 
al. (2000) for peat soils. This has been clarified in the revised manuscript in L213-228. We conducted 
additional simulations using the two alternative ways for all three sites and compared them in the 
revised manuscript Sections 3.1 and 3.2. 
 
8. Line 343-344, 557-560: I am confused by the description of the lower boundary conditions of the 
model. The author should clearly state which boundary conditions are used in the model, the 
Dirichlet condition (fixed temperature in boundary), Neumann conditions (fixed geothermal flow in 
boundary) or Robin conditions (fixed temperature and geothermal flow in boundary). In addation, 
the upper boundary conditions should also be properly explained.  



 

 
 

 
CLASS uses a constant geothermal flux at the bottom boundary (i.e. Neumann type condition – 
constant derivative). We used the default value for this flux (zero) and thus used the term no-flux 
boundary as mentioned in L343-344 and on L559 of the original manuscript. We noticed in 
simulations with shallower soil column depths that the temperature at the bottom boundary 
changes over time as mentioned in L461-463, which confirms that the boundary condition is not 
type 1 or 3 (Dirichlet or Robin). The Upper boundary condition depends on the meteorological 
forcing and how it is modified by the canopy and snow cover to determine the heat flux at the soil 
surface. Following the recommendations of Reviewer 1, we extended Section 2.1 to include the 
mathematical formulation with more details in Section S1 of the supplementary material. 
 
9. Line 436-438，455 :You also should give the soil moisture figure using different number of cycles, 
and when it stabilizes. Your title is “…a Large Scale Hydrological…”, and your results were only soil 
temperature, how about the soil moisture?  
 
We agree with the reviewer and we have added figures of soil moisture profiles and convergence for 
a few cases to illustrate the point – see Figure 6 and Section 3.1 of the revised manuscript. 
 
10. Line 466-467: Please check this sentence, the temperature difference reached 1.0 k between 100 
times and 2000 times cycles. It revealed that 100 times cycle was not stable, but you said that “there 
is no significant change after 100 cycles and sometimes less.”(In Line 453-454), Why?  
 
Thanks for pointing out this potential contradiction. We think that a temperature change of 1K over 
a period of 1900 years (cycles) is negligible. That’s about 0.0005 K/year (cycle). This was not visible in 
Figure 7 (Figure 5 in the revised manuscript) where we plot the temperature profiles but is more 
visible on Figure 8 (Figure 7 in the revised manuscript) where the temperature sequence is plotted. 
We revised the manuscript to explain why such drifts occur in some cases. Additionally, the impact 
of the number of spinning cycles on the simulation of ALT and temperature envelopes is shown to be 
minimal in section 3.2 of the revised manuscript. 
 
11. Line 481-482: The simulations have very longer time period (1979-2016), and the deep soil 
temperature change was evaluated. As you know, the geothermal flow will have a great influence on 
the deep ground temperature at a long-time scale, which may be more than the impact of climate 
change. Strongly recommend that you should use the geothermal flow for the lower boundary by 
observed data from drilling or the relevant data from references.  
 
We have done additional simulations using geothermal heat flux and reported on that in the revised 
manuscript. They basically emphasize the previous findings of Sapriza-Azuri et al. (2018) for Norman 
Wells using the same land surface model we used (CLASS) that the geothermal flux has negligible 
impact on the results. In there paper, the authors compared two scenarios: 1) no heat flow at the 
bottom of the lowest soil layer, 2) a constant geothermal flow of 0.083 Wm-2 based on local 
measurement in Normal Wells. The scenarios were applied for a climate average year spin-up by 
2000 cycles to several soil depth configurations and parameter values. Results reported by authors 
showed, as stated in the revised manuscript Section 3.4, that the impact of geothermal flux was 
minimal and the temperature difference between the two scenarios was small in most simulations 
and is within ±0.15°C in approximately 60 % of simulations. In fact, 1979-2016 is quite a short period 
specially to catch big differences for the deep soil temperature.  In that sense Sapriza-Azuri et al. 
(2018) used a 2000-year simulation without getting too much difference. Our simulations confirmed 
those findings. 
 
 
12. Line 492-494: It is very confusing here. Active layer thickness is only 3m at JMR. The soil 
temperature and moisture should be stable values, which are the initial conditions for the next step 



 

 
 

simulation after 100 cycles (100 years) in theory. However, there were larger differences from 
simulation results given by Figure 9 because of the initial values of different cycles (50-2000 times). 
This is very abnormal. You should check the simulation results again, whether the cycle is not 
enough, or other reasons that make the initial value do not converge. Please give a detailed 
explanation.  
 
We checked the results and did further investigations. We found that the less stable conditions at 
JMR are related to the thick organic layers. We also found that the water and ice contents to play a 
role in such situations. These have also caused the drifting in temperature shown for some layers in 
Figure 5 of the revised manuscript under the slightly warmer conditions at JMR compared to HPC 
and BWC. The explanation is discussed in the revised manuscript L437-453. 
 
13. Line 527-528: Simulation results of temperature envelopes were lower than observed values, 
which may be caused by neglecting geothermal flow.  
 
As mentioned in our response to point #11 above, we conducted simulations for all sites using the 
geothermal flux and it had minor effect as we will be reporting. We investigated the reasons of 
simulating colder than observed temperatures and found it to be related to the configuration of 
organic soils and the parameter values of the soil. The colder winter temperatures near the surface 
under peat soils was reported in the literature as discussed in the revised manuscript (see L507-512) 
and in Section 3.5. The quality of snow simulations cannot be over-ruled but it is beyond the scope 
of the paper to assess that. 
 
14. Line 554-555: The explanation for the cooling effect of the model increased the depth of SDEP is 
unreasonable. From Figure 14, it can be seen that the location of SDEP after increasing is located in 
permafrost, and soil water content in this layer should be frozen throughout the year. I am not sure 
that the model could take into account the difference in thermal properties between permafrost 
including ice and ice-free bedrock, and the thermal convection generated by little unfrozen water in 
the frozen soil. These could explain the cooling effect. If so, further explanations should be provided.  
 
We agree with the reviewer. SDEP remains below the active layer and therefore any moisture in 
between will be frozen. CLASS differentiates between ice-free bedrock (below SDEP) and permafrost 
that contains ice. However, we further investigated the soil moisture content and checked the 
thermal properties of the soil above and below SDEP and expressed our findings on L547-550 of the 
revised manuscript. 
 
15. Line 575: I suggest that you should check variation in the upper boundary drive (climate) during 
the simulation time. This may be the reason why the temperature envelope tends to be at a given 
temperature at lower boundary.  
 
The upper boundary condition (climate) is transient for the 1979-2016 simulation, yet the 
temperature of the lowest layer barely changes over that period. We tested with shallower soil 
profiles and found it more responsive to changes. We beleive that the thermal properties and deep 
profile are the reasons for having such response at the lower boundary. Observations show small 
changes over the same period at the deepest observational levels which are not more than 15m (see 
Figure S1 in the supplemtary material) which gives reason to believe that changes at 50m would be 
negligible and that the model is behaving normally. 
 
16. The discussion needs be strengthened. You should compare your results with others, then 
conclude what your new fingdings and contribution.  
 
Thanks for pointing this out. We strengthened the discussions in the revised manuscript by framing 
it around previous work to better show the contribution as also suggested by Reviewer 1. 



 

 
 

 
Specific comments  
1. Line 101: What is ALD? When you give an abbreviation for the first time, you should give the 
explain. I found the explain in Line 158, but this is the first time here. In addition, active layer 
thickness is more commonly used, I suggest use ALT instead of ALD.  
 
Thanks for noting this. ALD and ALT are equivalent because our model does not include land 
settlement and therefore the fixed reference level used to measure ALD is the ground surface - 
definition is given in Geological Survey Canada reports (e.g. Smith et al., 2004). However, we 
changed ALD to ALT in the whole document (inducing figures) to use the more standard terminology. 
We made sure all terms are spelled out on first use. 
 
2. Line 166: The no (or zero) oscillation depth (ZOD) should be instead of depth of zero annual 
amplitude (DZAA). DZAA is a professional vocabulary in the field of permafrost research.  
 
As we replaced ALD with ALT, we replaced ZOD with DZAA in the whole document to be using the 
standard terminology of permafrost research. 
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Abstract 

Permafrost is an important feature of cold regionsregion hydrology, particularly in river basins such as the 9 

Mackenzie River Basin (MRB), and needs to be properly represented in hydrological and land surface 10 

models (H-LSMs) built into existing Earth System models (ESMESMs), especially under the unprecedented 11 

climate warming trends that have been observed. Higher rates of warming have been reported in high 12 

latitudes compared to the global average, resulting in permafrost thaw with wide-ranging implications for 13 

hydrology and feedbacks to climate. The current generation of H-LSMs is being improved to simulate 14 

permafrost dynamics by allowing deep soil profiles and incorporating organic soils explicitly. Deeper soil 15 

profiles have larger hydraulic and thermal memories that require more effort to initialize. This study aims 16 

to devise a robust, yet computationally efficient, initialization and parameterization approach applicable 17 

to regions where data are scarce and simulations typically require large computational resources. The 18 

study further demonstrates an upscaling approach to inform large-scale ESM simulations based on the 19 

insights gained by modelling at small scales. We used permafrost observations from three sites along the 20 

Mackenzie River Valley spanning different permafrost classes to test the validity of the approach. Results 21 

show generally good performance in reproducing present-climate permafrost properties at the three 22 

sites. The results also emphasize the sensitivity of the simulations to the soil layering scheme used, the 23 

depth to bedrock and the organic soil properties. 24 

Keywords 
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1. Introduction 

Earth system models (ESMs) are widely used to project climate change and they show a current global 26 

warming trend that is expected to continue during the 21st century and beyond (IPCC, 2014). Higher rates 27 

of warming have been observed in high latitudes compared to the global average (DeBeer et al., 2016; 28 

McBean et al., 2005) resulting in permafrost thaw with implications for soil moisture, hydraulic 29 

connectivity, streamflow seasonality, land subsidence, and vegetation (Walvoord and Kurylyk, 2016). 30 

Recent analyses provided by Environment and Climate Change Canada (Zhang et al., 2019) have shown 31 

that Canada’s far north has already seen an increase in temperature of double the global average, with 32 

some portion of the Mackenzie basinRiver Basin already heating up by 4ᵒC. between 1948 and 2016. 33 

Subsequent impacts on water resources in the region however, are not so clear. Recent analysis of trends 34 

in Arctic freshwater inputs (Durocher et al., 2019) highlights that Eurasian rivers show a significant annual 35 

discharge increase during 1975-2015 period while in North American rivers;America, only rivers flowing 36 

into the Hudson Bay region in Canada show a significant annual discharge change during that same period. 37 

Those rivers in Canada flowing directly into the Arctic, of which the Mackenzie River provides the majority 38 

of flow, show very little change at the annual scale. However, while the annual scale change may be small, 39 

larger changes have been reported at the seasonal scale for Northern Canada (St. Jacques and Sauchyn, 40 

2009; Walvoord and Striegl, 2007) and Northeastern China (Duan et al., 2017). In the most recent 41 

assessment of climate change impacts on Canada, Bonsal et al. (2019).  reported that higher winter flows, 42 

earlier spring flows, and lower summer flows were observed for some Canadian rivers. However, they also 43 

state that “It is uncertain how projected higher temperatures and reductions in snow cover will combine 44 

to affect the frequency and magnitude of future snowmelt-related flooding”. 45 

As permafrost underlies about one quarter of the exposed land in the Northern hemisphere (Zhang et al., 46 

2008), it is imperative to study and accurately model its behaviour under current and future climate 47 

conditions. Knowledge of permafrost conditions (temperature, active layer thickness - ALT, and ground 48 

ice conditions) and their spatial and temporal variations is critical for planning of development in Northern 49 

Canada (Smith et al., 2007)Deep uncertainty in hydrological response to a changing climate is resulting 50 

from poor understanding and characterization of cold-regions processes in ESMs. Despite advances in 51 

cold-regions and other Arctic environments. The hydrological response of cold regions to climate change 52 

is highly uncertain, due to a large extent to our limited understanding and representation of how the 53 

different hydrologic and thermal processes interact, especially under changing climate conditions. Despite 54 

advances in cold-region process understanding and modelling at the local scale (e.g. Pomeroy et al., 2007), 55 



 

3 
 

their upscaling and systematic evaluation over large domains remain rather elusive. This is largely due to 56 

lack of observational data, the local nature of these phenomena and the complexity of cold-region 57 

systems. Hydrological response and land-surface feedbacks in cold-regions are generally complex and 58 

depend on a multitude of several inter-related factors including changes to precipitation intensity, timing, 59 

and phase as well as soil composition and hydraulic and thermal properties. As permafrost underlies about 60 

one quarter of the exposed land in the Northern hemisphere , it is imperative to study and accurately 61 

model its behaviour under current and future climate conditions. Knowledge of permafrost conditions 62 

(temperature, active layer thickness, and ground ice conditions) and their spatial and temporal variations 63 

is critical for planning of development in Northern Canada  and other Arctic environments. 64 

There hashave been extensive regional and global modelling efforts which involve cold-region processes 65 

includingfocusing on permafrost (refer to Riseborough et al., 2008; Walvoord and Kurylyk, 2016 for a 66 

review), using thermal models (e.g. Wright et al., 2003), global hydrological models coupled to energy 67 

balance models (e.g. Zhang et al., 2012) and, most notably, land surface models (e.g. Lawrence and Slater, 68 

2005).. These studies, however, have typically focused on and modeled only a shallow soil profilecolumn 69 

in the order of a few meters. For example, the Canadian Land Surface Scheme (CLASS) typically uses 4.1m 70 

(Verseghy, 2012) and the Joint UK Land Environment Simulator (JULES) standard configuration is only 3.0m 71 

(Best et al., 2011). These are too shallow to represent permafrost properly and could result in misleading 72 

projections. For example, Lawrence and Slater (2005) used a 3.43m soil column to project the impacts of 73 

climate change on near-surface permafrost degradation in the Northern hemisphere using the 74 

Community Climate System Model (CCSM3), which lead to overestimation of climate change impacts and 75 

raised considerable criticism (e.g. Burn and Nelson, 2006).  It eventually lead to further development of 76 

the Community Land Model (CLM), the land surface scheme of the CCSM, to include deeper soil profiles 77 

(e.g. Swenson et al., 2012). Similarly, the first version of CHANGE land surface model had only an 11m soil 78 

column (Park et al., 2011), which was increased to 30.5m in subsequent versions (Park et al., 79 

2013)Recognizing this issue, more. Recognizing this issue, most recent studies have indicated the need to 80 

have a deeper soil column (20-25m at least) in land surface models (run stand-alone or embedded within 81 

ESMs) than previously used, to properly capture changes in freeze and thaw cycles and active layer depth 82 

dynamics (Lawrence et al., 2012; Romanovsky and Osterkamp, 1995; Sapriza-Azuri et al., 2018). 83 

However, a deeper soil column implies larger soil hydraulic and, more importantly, thermal memory that 84 

requires proper initialization to be able to capture the evolution of past, current and future changes. Initial 85 

conditions are established by either spinning up the model for many annual cycles (or multi-year historical 86 
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cycles, sometimes de-trended) to reach some steady state or by running it for a long transient simulation 87 

for 100s of years or both (spinning to stabilization followed by a long transient simulation). Lawrence et 88 

al. (2008) spun up CLM3CLM v3.5 for 400 cycles with year 1900 data for deep soil profiles (50-125m) to 89 

assess the sensitivity of model projections to soil column depth and organic soil representation. Dankers 90 

et al. (2011) used up 320 cycles of the first year of record to initialize JULES to simulate permafrost in the 91 

Arctic. Park et al. (2013) used 21 cycles of the first 20 years of thetheir climate record they used (1948-92 

2006) to initialize their CHANGE land surface model to study differences in active layer thickness between 93 

Eurasian and North American watersheds. However 94 

Conversely,  Ednie et al. (2008) impliedinferred from borehole observations in the Mackenzie Valley that 95 

present day permafrost is in disequilibrium with current climate, and therefore, it is unlikely that we can 96 

establish a reasonable representation of current ground thermal conditions by employing present or 20th 97 

century climate conditions to start the simulations. Nevertheless, their analysisAnalysis of paleo-climatic 98 

records (Szeicz and MacDonald, 1995) of summer temperature at Fort Simpson, dating back to the early 99 

1700s, shows that a negative (cooling) trend prevailed tilluntil the mid-1800s followed by a positive 100 

(warming) trend tilluntil present and they. However the authors “assumed” a quasi-equilibrium period 101 

prior to 1720. Using that assumption, they used, using an equilibrium thermal model called T-TOP to 102 

establish the initial conditions of 1721 and then the temperature trends thereafter to carry out a transient 103 

simulation till 2000 using the T-ONE thermal model. Those thermaluntil 2000. Thermal models use air 104 

temperature as their main input while land surface models (as used here and described below) 105 

requireconsider a suite of meteorological inputs and consider the interaction between heat and moisture. 106 

The effect of soil moisture, and ice in particular, could be large on the thermal properties of the soil. 107 

Sapriza-Azuri et al. (2018) used tree-ring data from Szeicz and Macdonald (1995) to construct climate 108 

records for all variables required by CLASS at Norman Wells in the Mackenzie Valley since 1638 to initialize 109 

the soil profile of their model. While useful, such proxy records are not easily available at most sites. 110 

Additionally, re-constructing several climatic variables from summer temperature introduces significant 111 

uncertainties that need to be assessed. Thus, there is a need to formulate a more generic way to define 112 

the initial conditions of soil profiles acrossfor large domains.  113 

Additionally, concerns areConcerns for appropriate subsurface representation not only aboutinclude the 114 

profile depth. The vertical discretization of the whole profile. The definition of soil column (the 115 

layernumber of layers and their thicknesses) requires due attention. Land surface models that utilize deep 116 

soil profiles exponentially increase the layer thicknesses to reach the total depth using a reasonably 117 
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tractable number of layers (15-20). For example, CLM 4.5 (Oleson et al., 2013) used 15 layers to reach a 118 

depth of 42.1m for the soil column. Sapriza-Azuri et al. (2018) used 20 layers to reach a depth of 71.6m in 119 

their experiments using MESH/CLASS. Park et al. (2013) had a 15-layer soil column with exponentially 120 

increasing depth to reach a total depth of 30.5m in the CHANGE land surface model. HoweverClearly, the 121 

first versionrole of CHANGE had only 11mthe soil column depth .discretization needs to be addressed. 122 

The importance of insulation from the snow cover on the ground and/or organic matter in the upper soil 123 

layers is key to the quality of ALD simulation resultsALT simulations (Lawrence et al., 2008; Park et al., 124 

2013). Organic soils have large heat and moisture capacities that, depending on their depth and 125 

composition, moderate the effects of the atmosphere on the deeper permafrost layers and work all year 126 

round but could lead to deeper frost penetration in winter (Dobinski, 2011).. Snow cover, in contrast, 127 

varies seasonally and inter-annually and can thus induce large variations to the ALDALT, especially in the 128 

absence of organic matter (Park et al., 2011). Climate change impacts on precipitation intensity, timing, 129 

and phase are translated to permafrost impacts via the changing the snow cover period, spatial extent, 130 

and depth. Therefore, it is critical to the simulation of ALDpermafrost that the model includes organic soils 131 

and has adequate representation of snow accumulation (including sublimation and transport) and melt 132 

processes.  133 

2. Objectives 

The main objective of the present This study is to devise anproposes a generic approach to configure and 134 

initialize thedeep soil profile of acolumns in land surface model to account for permafrost in large-scale 135 

applications. The elements of this strategy include: 136 

- Defining how deep should the soil profile be, to allow proper simulation of the ALD dynamics for 137 

current and future climate. 138 

- Determining the appropriate verticalmodels and investigates the impact of the soil column 139 

discretization to give enough accuracy in determining the ALD while optimizing computational 140 

resources for large-scale applications. This also includes configuring the and the configurations of 141 

organic soil layers (how many, and which properties, etc.) and the depth to bedrock (see 142 

description below). 143 

- Determining how to initialize the deep soil profile, whether cycling a single year or multiple years 144 

and finding the appropriate number of cycles. In addition to studying the sensitivity of 145 

performance to the selected year(s) for spinning. 146 
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type) on the simulation of permafrost characteristics. This study is part of a larger study that aims to 147 

develop a large-scale hydrological model for is done through detailed studies conducted at three sites in 148 

the Mackenzie River valley, located in different permafrost zones. The objective is to be able to generalize 149 

the findings to the whole Mackenzie River Basin (MRB) () using the MESH (Modélisation Environmentale 150 

Communautaire - Surface and Hydrology)and elsewhere, rather than finding the best configuration for 151 

the selected sites. Using the same modelling framework and validate the model in order to use it to study 152 

climate and land use/cover change impacts on various aspects of its hydrology. Permafrost underlies 70-153 

80% of the MRB and thus it exerts considerable control on its hydrology, especially in a warming climate. 154 

The next section describes the model briefly and the datasets and methods used in the study. Section  155 

displays the results of the analyses that are discussed in Section  with some concluding remarksat both 156 

small and large scales is key to facilitating such generalization. 157 

3.2. Possible position for Models, Methods, and Datasets 

3.12.1  The MESH Modelling Framework 

MESH is a semi-distributedcommunity hydrological -land surface model (H-LSM) coupled with 158 

streamflowtwo-dimensional hydrological routing (Pietroniro et al., 2007). It has been widely used in 159 

Canada to study the Great Lakes Basin (Haghnegahdar et al., 2015) and the Saskatchewan River Basin 160 

(Yassin et al., 2017, 2019a) amongst others. Several applications to basins outside Canada are underway 161 

(e.g. Arboleda-Obando, 2018; Bahremand et al., 2018). The MESH framework allows coupling of a land 162 

surface model, either CLASS (Verseghy, 2012) or SVS (Husain et al., 2016) that modelssimulates the vertical 163 

processes of heat and moisture flux transfers between the land surface and the atmosphere, with a 164 

horizontal routing component (WATROUTE) taken from the distributed hydrological model WATFLOOD 165 

(Kouwen, 1988). Unlike mostmany land surface models, the vertical column in MESH has a slope that 166 

allows for lateral transfer of overland flow and interflow (Soulis et al., 2000) to an assumed stream within 167 

each grid cell of the model. MESH uses a regular latitude-longitude grid and represents subgrid 168 

heterogeneity using the grouped response unit (GRU) approach (Kouwen et al., 1993) which makes it 169 

semi-distributed. In the GRU approach, different land covers within a grid cell do not have a specific 170 

locationslocation and do not interact explicitly, making it easier for parameterization.common land covers 171 

in adjacent cells share a set of parameters, which simplifies basin characterization. While, Land land cover 172 

classes are typically used to define a GRU, other factors can be included in the definition such as soil type, 173 

slope, aspect, etc. A tile, which is the smallest computational element, is defined by a specific GRU in a 174 

given grid cell.. MESH has been under continuous development; its new features include improved 175 
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representation of baseflow (Luo et al., 2012), controlled reservoirs (Yassin et al., 2019b) as well as 176 

permafrost (this paper). More details about MESH history and developments are provided in a companion 177 

paper (Davison et al., in preparation). For this study, we use CLASS as the underlying land surface model 178 

within MESH. 179 

Underground, CLASS couples the moisture and energy balances for a preuser-specified number of soil 180 

layers of preuser-specified thicknesses, which are uniform across the domain. Each soil layer, thus, has a 181 

diagnosed temperature and both liquid and frozen moisture contents down to the soil permeable depth 182 

or the “depth to bedrock – SDEP” below which there is no moisture and the thermal properties of the soil 183 

are assumed as those of bedrock material (sandstone). MESH is usually runruns at 30min time stepsstep 184 

and thus from the MESH-simulated continuous temperature profiles, one can determine several 185 

permafrost related aspects that are used in the presented analyses such as (see Figure 1): 186 

- Temperature envelopes (Tmax and Tmin) at daily, monthly and annual time steps. Temperature 187 

envelopes are, defined by the maximum and minimum simulated temperature for each layer over 188 

the specified time period. To compare with available observations, we use the annual envelopes. 189 

- Active layer thickness (or depth – ALDALT) defined as the maximum depth, measured from the 190 

ground surface, of the zero isotherm over the year taken from the annual maximum temperature 191 

envelopes by linear interpolation between layers bracketing the zero value (freezing point 192 

depression is not considered). It) and has to be connected to the surface, thus we use a thaw, 193 

rather than freeze, criterion, which is compatible with the available measurements. 194 

- Daily. The daily progression of the ALD, whichALT can also be usedgenerated to visualize the thaw 195 

and freeze fronts and determine the dates of thaw and freeze-up. These are calculated in a similar 196 

way to the annual ALDALT but using the daily envelopes. 197 

- The no (orDepth of the zero) oscillation depth (ZOD annual amplitude (DZAA) where the annual 198 

temperature envelopes meet to within 0.1ᵒ (van Everdingen, 2005)(or other given accuracy 199 

threshold). In some literature,  and the temperature at this depth is termed the zero amplitude 200 

depth (ZA(TZAA). 201 

 202 

Possible position for see Figure 1 203 

Permafrost is usually defined as ground remaining frozenthat remains cryotic (i.e. temperature ≤ 0°C) for 204 

at least two years (Dobinski, 2011; van Everdingen, 2005) but for modelling purposes and to validate 205 

against annual ground temperature envelopeenvelopes and ALD dataALT observations, a one-year cycle 206 
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is adopted. This is common amongst the climate and land surface modelling community (e.g. Park et al., 207 

2013). van Everdingen (2005) defined the active layer thickness as the thickness of the layer that is subject 208 

to annual thawing and freezing in areas underlain by permafrost. Strictly speaking, the active layer 209 

thickness should be the lesser of the maximum seasonal frost depth and the maximum seasonal thaw 210 

depth (Walvoord and Kurylyk, 2016). The maximum frost depth can be less than the maximum thaw depth 211 

and, in such a case there, is a layer above the permafrost that is warmer than 0°C but is not connected to 212 

the surface (a lateral talik). Because active layer observations are usually based on measuring the 213 

maximum thaw depth, we adopted the same (thaw rather than freeze) criterion when calculating ALT in 214 

the model.  215 

Prior versions of MESH/CLASS used to outputmerely outputted temperature profiles; the. The code has 216 

been amended to calculate the additional permafrost-related outputs detailed above for each tile as well 217 

as the grid average allowing spatial and temporal mapping of permafrost characteristics. A CLASS. A typical 218 

CLASS configuration consists of 3 soil layers of 0.1, 0.25, and 3.75m thickness but in 2006, itthe CLASS 219 

code was extendedamended to accommodate as many layers as needed (Verseghy, 2012). However, this 220 

was hard-coded within CLASS until it became configurable using an external file only within the MESH 221 

framework. The configuration file used to provide soil parameters (texture and initial temperature and 222 

moisture conditions) for each GRU for the top three layers and the model assumed the third layer values 223 

to apply to any additional layers below till bedrock. The code has been modified to enable specifying these 224 

parameters for as many layers as needed and was extended to allow a spatially variable specification (i.e. 225 

by grid) of these parameters as well as by GRU. However, the number and thickness of soil layers are still 226 

fixed for the whole domain.Neglecting lateral heat flow, the one dimensional finite difference heat 227 

conservation equation is applied to each layer to obtain the change in average layer temperature 𝑇ത  over 228 

a time step ∆t as: 229 

 𝑇ത
௧ାଵ = 𝑇ത

௧ + ൣ𝐺ିଵ
௧ − 𝐺

௧൧
୲

௭
± 𝑆 (1) 230 

where, t denotes the time, i is the layer index, and Gi-1 and Gi are the downward heat flux at the top and 231 

bottom of the soil layer, respectively, ∆zi is the thickness of the layer, Ci is the volumetric heat capacity 232 

and Si is a correction term applied when the water phase changes (freezing or thawing) or the water 233 

percolates (exits the soil column at the lowest boundary). The volumetric heat capacity of the layer is 234 

calculated as the sum of the heat capacities, Cj, of its constituents (liquid water, ice, soil minerals, and 235 
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organic matter), weighted by their volume fractions θj and, therefore, varies with time depending on the 236 

moisture content: 237 

 𝐶 = ∑ 𝐶𝜃   (2) 238 

Heat fluxes between soil layers are calculated using the layer temperatures at each time step using the 239 

one-dimensional heat conduction equation: 240 

 𝐺(𝑧) = −𝜆(𝑧)
ௗ்

ௗ௭
 (3) 241 

where λ(z) is the thermal conductivity of the soil calculated analogously to the heat capacity. Temperature 242 

variation within each soil layer is assumed to follow a quadratic function of depth (z). Setting the flux at 243 

the bottom boundary to a constant (i.e. Neumann type boundary condition for the differential equation) 244 

and diagnosing the flux into the ground surface, G(0), from the solution of the surface energy balance, 245 

results in a linear equation for G(0) as a function of 𝑇ത for the different layers in addition to soil surface 246 

temperature, T(0). This enables diagnosing the fluxes and temperatures of all layers using a forward 247 

explicit scheme. More details are given in Section S1 of the supplementary material and full details are 248 

given in Verseghy  (2012, 1991).  249 

The CLASS thermal boundary condition at the bottom of the soil column is either no-flux (i.e. the gradient 250 

of the temperature profile should be zero) or a constant geothermal flux. For this study, we considered 251 

the no-flux condition, as data for the geothermal flux are not easy to find at the MRB scale. Nicolsky et al. 252 

(2007) ignored the geothermal flux in their study over Alaska using CLM with an 80m soil column. Sapriza-253 

Azuri et al. (2018) showed that the difference in temperature at DZAA between the two cases is within 254 

the error margin for geothermal temperature measurements for 60% of their simulations at Norman 255 

Wells. However, we also tested with a constant geothermal flux to verify those previous findings. 256 

As for organic soils, CLASS can use a percentage of organic matter within a mineral soil layer, a fully organic 257 

layer, or thermal and hydraulic properties provided directly. As the latter are not usually available, 258 

especially at large scales, we used the first two options. In the first case, the organic content is used to 259 

modify soil hydraulic and thermal properties, similar to CLM (Oleson et al., 2013). For fully organic soils, 260 

CLASS has special values for those properties depending on the type of organic soil selected (fibric, hemic 261 

or sapric) based on the work of Letts et al. (2000)Organic soils are modelled in CLASS by deactivating 262 

mineral soils using a special flag to allow a soil layer to either be Fibric, Hemic, or Sapric after . Each type 263 

has a different degree of decomposition leading to different physical, hydraulic and thermal properties as 264 
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specified in Verseghy (2012). Usually, a soil layer is assumed to be fully organic if the organic content is 265 

30% or more . Organic soils were mapped from the Soil Landscapes of Canada (SLC) v2.2 (Centre for Land 266 

and Biological Resources Research, 1996) for the whole MRB (). However, this dataset does not provide 267 

information as to the depth of the organic layers or their configuration (i.e. the thicknesses of Fibric, Hemic 268 

and Sapric layers). Therefore, different configurations have been tested at the study sites based on 269 

available local information keeping in mind that these has to be carried back to the MRB scale.  270 

Possible Position for  for peat soils (see Section S1). In traditional CLASS applications, when the organic 271 

soil flag is activated, fibric (type 1) parameters are assigned to the first soil layer, hemic (type 2) 272 

parameters to the second, and sapric (type 3) parameters to deeper layers as soon (Verseghy, 2012) – see 273 

Supplement Table S1 for parameter values. The corresponding code in MESH was amended such that 274 

more than one fibric or hemic layer can be present, and that the organic soil flag can be switched off 275 

(returning to a mineral soil parameterization) for lower layers. In assigning the organic layer type, the 276 

same order is used (fibric at the surface, followed by hemic, then sapric with depth), as this represents 277 

the natural decomposition process, but with the introduction of many more layers with depth, it is 278 

necessary to have more flexibility in how the organic layers can be configured. The fully organic 279 

parameterization was activated when the organic content is 30% or more, based on recommendation by 280 

the Soil Classification Working Group (1998).  281 

3.22.2  Study Sites and Permafrost Data 

The Mackenzie River Basin (MRB) extends between 102-140ᵒW and 52-69ᵒN (Figure 2). It drains an area 282 

of about 1.775 Mkm2 of Western and Northwestern Canada and covers parts of the provinces of 283 

Saskatchewan, Alberta, and British Colombia provinces, as well as the Yukon and the North 284 

WestNorthwest Territories. The average annual discharge at the basin outlet to the Beaufort Sea exceeds 285 

300 km3, which is the fifth largest discharge to the Arctic. Such a large discharge influences regional as 286 

well as global circulation patterns under the current climate, and is expected to have implications for 287 

climate change. Figure 2Figure 1 also shows the permafrost extent and categories for the MRB taken from 288 

the Canadian Permafrost Map (Hegginbottom et al., 1995). About 75% of the basin is underlain by 289 

permafrost that can be either continuous (in the far North and the Western Mountains), discontinuous 290 

(to the south of the continuous region), or sporadic (in the southern parts of the Liard and in the Hay sub-291 

basin).), or patchy further south. It is important , while building the MRB model, to properly represent 292 

permafrost,  for the MRB model, given the current trends of thawing and its vastmajor impacts on 293 

landforms, connectivity, and thus the hydrology of the basin. This is the focus of this paper,achieved 294 
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through detailed studies conducted at three sites onalong a transect near the Mackenzie River going from 295 

the Sporadic permafrost zone (Jean Marie River) to the Extensive Discontinuous zone (Norman Wells) and 296 

the Extensive Continuous zone (Havikpak Creek) as shown in Figure 3Figure 1.. The following 297 

sectionsparagraphs give a closer look at each site, the data available, and somebrief descriptions of the 298 

previous work conducted, focusing onthree sites. Table 1 gives details of permafrost. monitoring at the 299 

sites while more detailed descriptions are given in Section S2 of the supplementary material.  300 

3.2.1 Possible position for Figure 2Jean Marie River 301 

 302 

Possible position for Table 1 303 

The Jean Marie River (JMR) is a tributary of the main Mackenzie River Basin (Figure 3)a) in the Northwest 304 

Territories (NWT) province of Canada. Its mouth is located upstream of Fort Simpson where the Liard River 305 

joins the main Mackenzie River. The gauged area up to the WSC station at the river intersection with 306 

Highway 1 is about 1240 km2. The basin is dominated by boreal (deciduous, coniferous and mixed) forest 307 

on raised peat plateaux and bogs. The basin is located in the sporadic permafrost zone where permafrost 308 

underlies few spots only and is characterized withby warm permafrost (temperature >temperatures (> -309 

1ᵒC) that underlies some parts and does not exist in others withand limited (<10m) thickness (Smith and 310 

Burgess, 2002). 311 

Possible Position for  312 

The nearest Environment and Climate Change Canada (ECCC) Weather station is located at Fort Simpson 313 

to the North of the Basin. The Canadian Climate Normals (1981–2010, ECCC) at Fort Simpson indicates 314 

that the mean annual temperature is -2.8°C with temperatures generally below freezing during October 315 

to April while a maximum summer temperature of 17.4°C is reached in July. Mean annual precipitation is 316 

about 388 mm/year, of which around 60% falls as rain while the rest is snowfall.  317 

The streamflow at Water Survey of Canada (WSC) gauge 10FB005 has a good record for the period 1972-318 

2015. The basin is snow-melt dominated with flow peaks normally occurring in May/June with some years 319 

having secondary summer peaks. The mean annual streamflow at the station over the period 1980-2015 320 

is 5.5 m3/s, while the highest recorded streamflow reached 211 m3/s on July 3, 1988. Baseflow is usually 321 

small but the river does not run completely dry in winter despite surface freezing. 322 
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The gauged part of the basin, modelled for this study, is covered by 14 grid cells of the MRB model grid 323 

(0.125ᵒ x 0.125ᵒ) and can thus be hydrologically assessed in terms of the quality of the streamflow 324 

simulations. However, this is not the main focus of this study. Parameters for the MESH model are taken 325 

from calibrations of the adjacent Liard sub-basin (Elshamy et al., in preparation).  326 

The basin and adjacent basins (e.g. Scotty Creek) have been subject to extensive studies asbecause the 327 

warm, thin, and sporadic permafrost underling the region has been rapidly degrading (Calmels et al., 2015; 328 

Quinton et al., 2011). The region is vulnerable to permafrost thaw, which is changing the landscape of the 329 

region, the vegetation, and wildlife habitat with significant implications for First Nations livelihoods and 330 

access to their cultural resources. Collapse of forested peat plateaux into wetland areas has been reported 331 

by several researchers Several permafrost-monitoring sites have been established in and around the basin 332 

mostly as part of the Norman Wells to Zama pipeline monitoring program launched by the Government 333 

of Canada and Enbridge Pipeline Inc. in 1984-1985 (Smith et al., 2004)in 1984-1985 to investigate the 334 

impact of the pipeline on the permafrost and terrain conditions  . The details of those sites are given in 335 

Table 1 while  shows their locations. We focus on sites 85-12A and 85-12B as representative of the basin. 336 

We use Cables T4 at each site as they are the least affected by the pipeline, being out of its right of way 337 

(at least 20m away). to investigate the pipeline impact on permafrost conditions. This study uses data 338 

from sites 85-12A and 85-12B (see Table 1). Site 85-12A has no permafrost while site 85-12B, in close 339 

proximity, has a thin (3-4m) permafrost layer with ALD of about 1.5m as estimated from soil temperature 340 

envelopes over the period 1986-2000. All other monitoring points on  have no permafrost conditions since 341 

their records began in the 1980s and 1990s. The sites 85-12A & B have a ground moraine landform with 342 

open black spruce, ericaceous shrubs, moss-lichen woodland on a peat plateau . It is challenging to model 343 

two different conditions in such close proximity (within the same model grid cell and having the same 344 

vegetation). The difference in permafrost conditions is possibly related to the thickness of the peat as 345 

shown in the borehole logs . Borehole 85-12A-T4 has a little over 1m thick layer of peat while borehole 346 

85-12B-T4 has close to 5m peat providing more insulation that keeps the ground from thawing during 347 

summeran ALT of about 1.5m as estimated from soil temperature envelopes over the period 1986-2000. 348 

See Figure S1 in the supplementary material for a plot of observed temperature envelopes. 349 

Possible Position ofposition for Figure 3 350 

3.2.2 Bosworth Creek (Norman Wells) 351 

Bosworth Creek (BWC) ishas a small basin (126 km2) on the Eastern/Northern Side of the Mackenzie River 352 

() draining from the northeast to the main Mackenzie riverRiver near Norman Wells (Figure 3.b). 353 

Field Code Changed
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Permafrost monitoring activities started in the region in 1984 with the construction of the Norman Wells 354 

to -Zama buried oil pipeline (as mentioneddescribed above.). The basin is dominated by boreal 355 

(deciduous, coniferous and mixed) forest. It is located in the extensive discontinuous permafrost zone 356 

with relatively deep active layer (1-3 m) and relatively thick (10-50m) permafrost (Smith and Burgess, 357 

2002) 358 

There is an ECCC weather station nearby at Norman Wells with complete temperature and precipitation 359 

records from 1980. The Canadian Climate Normals (1981–2010, ECCC) at Norman Wells indicate that the 360 

mean annual temperature is -5.1°C with temperatures generally below freezing during October to April 361 

while the maximum summer temperature of 17.1°C is reached in July. Mean annual precipitation is about 362 

294 mm/year, of which around 60% falls as rain while the rest is snowfall.  363 

Similar to the Jean Marie River Basin, the streamflow is dominated by snowmelt with a peak in May and 364 

a secondary summer peak in some years. WSC Gauge 10KA007 at the outlet of the basin near its 365 

confluence with the Mackenzie River has a good record over the period 1980-2016 with a long gap from 366 

1995-2008. The mean annual discharge over the available period of record is 0.67 m3/s with peaks ranging 367 

normally between 2.5 and 15 m3/s. The highest daily flow on record reached about 20 m3/s in May 1991. 368 

There is a visible baseflow component for this basin. The basin covers portions of three grid cells of the 369 

MRB grid () and therefore it is not expected to have adequate simulation for streamflow comparisons. 370 

Possible Position of  371 

The basin itself has not been the focus of previous hydrological studies, but there are several permafrost 372 

studies of Norman Wells, being at the Northern end of the important pipeline.. Sapriza-Azuri et al. (2018) 373 

used cable T5 at the pump station site (84-1) to investigate the appropriate soil depth and initial conditions 374 

for their permafrost simulations, which isserve as a pre-cursor for this current study. They 375 

recommendrecommended a soil depth of aat least 20m to ensure that the simulated ZODDZAA is within 376 

the soil profile. However, they based their analysis on cable T5, which is within the right of way of the 377 

pipeline and is likely to be affected by its construction/operation. 378 

There are several thermal monitoring sites within and close to the basin and the adjacent Canyon Creek 379 

basin to its south East – . There are also a few thaw tubes but their records are short and intermittent. We 380 

focus on the Norman Wells pump station site (84-1) and for this study we choose cable T4 as it is more 381 

likely to reflect the natural permafrost conditions being out of the right of way of the pipeline. It has a 382 

continuous record since 1985 (Smith et al., 2004; Duchesne, personal communication, 2017). 383 
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3.2.3 Havikpak Creek 384 

Havikpak Creek (HPC) is a small arctic research basin (Figure 3(about 15 km2 in areac) located in the 385 

Easterneastern part of the Mackenzie River basin delta, 2km north of the Inuvik Airport (68°18'15" N, 386 

133°28'58" W) in the Northwest Territories (NWT) ().). The basin is dominated by sparse taiga forest and 387 

shrubs, has a cold sub-arctic climate and is underlain by thick permafrost (>300m). The basin is 388 

characterized by mild slopes and has an elevation ranging between 60-240m (Krogh et al., 2017).  389 

Possible Position of  390 

There is an ECCC weather station at nearby Inuvik airport with hourly temperature record from 1980 and 391 

daily precipitation record from 1960. The Canadian Climate Normals (1981–2010, ECCC) at Inuvik indicates 392 

that the mean annual temperature is -8.2°C with temperatures generally below freezing during October 393 

to April while a maximum summer temperature of 14.1°C is reached in July. Mean annual precipitation is 394 

about 241 mm/year; close to half of which is rainfall while the rest falls as snow.  395 

The streamflow flow of the basin is dominated by snowmelt with no winter streamflow due to the lack of 396 

groundwater contribution (deep permafrost), and some smaller summer events. The streamflow at the 397 

outlet of the basin has been measured by ECCC WSC gauge 10LC017 since 1995. The mean annual 398 

streamflow at the outlet is about 0.07 m3/s with a maximum of 4.65 m3/s reached in the summer of 2000. 399 

The summer peak discharge varied greatly between 0.7 and 4.0 m3/s over the period 1995-2017. However, 400 

the basin covers portions of only two grid cells of the MRB grid () and therefore is not expected to have 401 

adequate simulation for streamflow comparisons. 402 

The basin has been subject to several hydrological studies, especially during the Mackenzie GEWEX Study 403 

(MAGS). For example,  studied the water and energy fluxes from HPC for the important 1994/95 404 

hydrological year. More recentlyRecently, Krogh et al. (2017) modelled its hydrological and permafrost 405 

conditions using the Cold Regional Hydrological Model (CRHM) (Pomeroy et al., 2007). They integrated a 406 

ground freeze/thaw algorithm called XG (Changwei and Gough, 2013) within CRHM to simulate the active 407 

layer thickness and the progression of the freeze/thaw front with time but they did not attempt to 408 

simulate the temperature envelops or the depth/temperature of ZOD. 409 

In terms of permafrost-related measurements, soil temperature envelopes are available from Inuvik 410 

airport forest and bog sites 01TC02 and 01TC03 respectively.or DZAA. Ground temperatures are measured 411 

with multi-sensor temperature cables installed in boreholes going down to 10m and 6.5m in depth atat 412 

two sites 01TC02 and 01TC03 respectively and both are equipped with data loggers (Smith et al., 2016). 413 
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Temperature sensors failed on the bog site (01TC03) in 2010 and the site was replaced by 12TC01 in the 414 

same conditions. . In addition, there are three thaw tubes at Inuvik Upper Air stationStation (90-TT-16) 415 

just to the west of the basin,  at HPC proper (93-TT-02), and at the Inuvik Airport bog site (01-TT-03) 416 

measuring the active layer depth and ground settlement (Smith et al., 2009). The land form and vegetation 417 

at Inuvik Airport forest site (01TC02) is described as fluted till plain with open black spruce trees while the 418 

other site (01TC03) is an open bog between ridges on the fluted till plain with scattered shrubs in an open 419 

bog. The HPC thaw tube is located in a back spruce forest . 420 

2.3  Land Cover Parameterization 

Parameterizations for the three selected basins were extracted from a larger MRB model, described in 421 

Elshamy et al. (in preparation). This includes the land cover characterization and parameters for 422 

vegetation and hydrology. The land cover data are based on the CCRS 2005 dataset (Canada Centre for 423 

Remote Sensing (CCRS) et al., 2010). The parameterization of certain land cover types differentiates 424 

between the eastern and western sides of the basin using the Mackenzie River as a divide, informed by 425 

calibrations of the MRB model. HPC and BWC are on the east side of the river while JMR is on the west 426 

side and therefore these setups have different parameter values for certain GRU types (e.g. Needleleaf 427 

Forest). SDEP, soil texture information and initial conditions were taken as described above and adjusted 428 

according to model evaluation versus permafrost related observations (ALT, DZAA, temperature 429 

envelopes) with the aim to develop an initialization and configuration strategy that can be implemented 430 

for the larger MRB model. 431 

Provisions for special land covers within the MESH framework include inland water.. Because of limitations 432 

in the current model framework, inland water must be represented as a porous soil, which is 433 

parameterized such that it remains as saturated as possible, drainage is prohibited from the bottom of 434 

the soil column and it is modelled using CLASS with a large hydraulic conductivity value and no slope. 435 

Additionally, it was initialized to have a positive bottom temperature and therefore, it does not develop 436 

permafrost. Wetlands are treated in a similar way (impeded drainage and no slope) but with grassy 437 

vegetation and preserving the soil parameterization as described in below in Sections 2.5 and 2.6. It 438 

remains close to saturation but can still be underlain by permafrost, depending on location. Taliks are 439 

allowed to develop under wetlands this way. 440 
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2.4  Climate Forcing  

MESH requires seven climatic variables at a sub-daily time step to drive CLASS. For this study we used the 441 

WFDEI dataset that covers the period 1979-2016 at 3 hourly resolution (Weedon et al., 2014). The dataset 442 

was linearly interpolated from its original 0.5ᵒ x 0.5ᵒ resolution to the MRB model grid resolution of 0.125ᵒ 443 

x 0.125ᵒ. The high resolution forecasts of the Global Environmental Multiscale atmospheric model – GEM 444 

(Côté et al., 1998b, 1998a; Yeh et al., 2002), and the Canadian Precipitation Analysis – CaPA (Mahfouf et 445 

al., 2007) datasets, often combined as (GEM-CaPA), provide the most accurate gridded climatic dataset 446 

for Canada  in general (Wong et al., 2017). Unfortunately, these datasets are not available prior to 2002 447 

when most of the permafrost observations used for model evaluation are available. However, an analysis 448 

by Wong et al. (2017) showed that precipitation estimates from the CaPA and WFDEI products are in 449 

reasonable agreement with station observations. Alternative datasets such as WFD (Weedon et al., 2011) 450 

and Princeton (Sheffield et al., 2006) go earlier in time (1901) but are not being updated (WFD stops 2001 451 

while Princeton stops 2012). Additionally, Wong et al. (2017) showed that the Princeton dataset has large 452 

precipitation biases for many parts of Canada. Analysis of the sensitivity of the results presented here to 453 

the choice of the climatic dataset is beyond the scope of this work. 454 

3.32.5  Soil Profile and Organic SoilsPermeable Depth 

As mentioned earlier, Sapriza-Azuri et al. (2018) recommended a total soil column depth (D) of no less 455 

than 20m to enable reliable simulation of permafrost dynamics considering the uncertainties involved 456 

including parameter uncertainty.mainly due to parameters. Their study is relevant because they used the 457 

same model used herein this study (MESH/CLASS). They studied several profiles, down to 71.6m depth. 458 

Recent applications of other H-LSMs also considered deep soil column depths; e.g. CLM 4.5 used 42.1m 459 

(Oleson et al., 2013) and CHANGE (Park et al., 2013) used 30.5m. After a few test trials with D = 20, 25, 460 

30, 40, 50 and 100m at the differentstudy sites, we found that the additional computation time when 461 

adding more layers to increase D is outweighed by the reliability of the simulations. The reliability criterion 462 

used here is that the temperature envelopes meet (i.e. DZAA) well within the soil column depth over the 463 

simulation period (including spinning-up) such that the bottom boundary condition isdoes not 464 

disturbingdisturb the simulated temperature profiles/envelopes and ALDALT (Nicolsky et al., 2007). ZOD 465 

(refer to Section ) representsDZAA is a relatively stable condition to assess thatindicator for this criterion 466 

(Alexeev et al., 2007). ZODThe simulated DZAA reached a maximum of 25m20m at one of the sites in a 467 

few years and thus thea total depth was increased toof 50m was used in anticipation for possible changes 468 
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in ZODDZAA with future warming. We show that this depth is adequate at the three sites selected in the 469 

subsequent sections. 470 

The CLASS thermal boundary condition at the bottom of the soil column is either no-flux (i.e. the gradient 471 

of the temperature profile should be zero) or a constant geothermal flux. For this study, we considered 472 

the no-flux condition, as data for the geothermal flux are not easy to find at the MRB scale.  ignored the 473 

geothermal flux in their study over Alaska using CLM with an 80m soil column. Sapriza-Azuri et al. (2018) 474 

showed that the difference in temperature at ZOD between the two cases is within the error margin for 475 

geothermal temperature measurements for 60% of their simulations at Norman Wells. 476 

TheAs noted above, the total soil column depth is only one factor in the configuration of the soil. The 477 

layering is as critical. In the above-mentionedformer modelling studies, exponentially increasing soil layer 478 

thicknesses were used, aiming to reach the required depth with a minimum number of layers. The 479 

exponential formulation creates more layers near the surface, which allows the models to capture the 480 

strong soil moisture and temperature gradients there and yet have a reasonable number of layers (15-20) 481 

to reduce the computational burden. However, for most of the MRB, the observed ALDALT is in the range 482 

of 1-2m from the surface and the exponential formulations increase layer thickness quickly after the first 483 

0.5-1.0m, which reduces the accuracy of the modelsmodel, especially for transient simulations. Therefore, 484 

we adopted two layering schemes that have more layers in the top 2m, and increased the layer 485 

thicknessthicknesses at lower depths, to a total depth near 50m. The first scheme has the first meter 486 

divided into 10 layers, the second meter divided into 5 layers and the total soil column has 23 layers. The 487 

second scheme has soil thicknesses increasing more gradually to reach 51.24m in 25 layers following a 488 

scaled power law. This latter scheme has an advantage that each layer is always thicker than the one 489 

above it (except the second layer) which showed improvements in numerical stability for both 490 

temperature and moisture calculations. The minimum soil layer thickness is taken as 10cm as advised by 491 

Verseghy (2012) for numerical reasons. CLASS uses an), as the explicit forward difference numerical 492 

scheme to solve the energy and water budgets, which balances in CLASS can have instabilities when layers 493 

in succession have the same thickness. The minimum soil layer thickness is taken as 10cm as advised by 494 

Verseghy (2012). Table 2 shows the soil layer thicknessthicknesses and centers (used for plotting 495 

temperature profiles/envelopes) for both soil layering schemes. 496 

Possible Positionposition of Table 2 497 
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As mentioned before, the permeable depth (SDEP) marks the hydrologically active horizon below which 498 

the soil is not permeable and where its thermal properties are changed to those of bedrock material. This 499 

makes it an important parameter for not only for water storage but also for thermal conductance. It was 500 

set for the various  study basins from the Shangguan et al. (2017) dataset interpolated to 0.125ᵒ, the MRB 501 

model grid resolution, by Keshav et al. (2019b). The sensitivity of the results to SDEP is assessed by 502 

perturbing it within a reasonable range at each site as shown in the results.  503 

2.6  Organic Soil Configuration 

Organic soils were mapped from the Soil Landscapes of Canada (SLC) v2.2 (Centre for Land and Biological 504 

Resources Research, 1996) for the whole MRB (Figure 4) at 0.125ᵒ resolution by Keshav et al. (2019a). 505 

However, this dataset does not provide information on the depth of the organic layers or their 506 

configuration (i.e. the thicknesses of Fibric, Hemic and Sapric layers in peaty soils). Therefore, different 507 

configurations have been tested at the study sites based on available local information (Table 3Finally, the 508 

discretization of organic soil is considered separately for each basin based on local information together 509 

with the gridded SLC v2.2 at 0.125ᵒ resolution . The flexibility of the model can be utilized for the selected 510 

basins when modelled separately but to take the information back to the whole MRB, one has to rely on 511 

more general information that is available basin-wide. As discussed above, CLASS  originally configured 512 

the first layer as fibric (type 1), the second as hemic (type 2) and the rest as sapric (type 3) as soon as the 513 

organic soil flag is activated. We modified that to be configurable such that one can have more than one 514 

fibric or hemic layer and switch off the organic soils for the lower layers. Typically we use them in the 515 

same order as it reflects the natural decomposition process (fibric at the surface, followed by hemic, then 516 

sapric) but with the introduction of configurable layer depths, texture, and initial conditions, it is necessary 517 

to have organic layers configurable as well. Fully organic soils are activated when the organic content is 518 

30% or more (Soil Classification Working Group, 1998). 519 

). We also compared fully organic configurations (ORG) at the three sites with mineral configurations with 520 

organic content (M-org) to investigate the appropriate configuration at each site, keeping in mind the 521 

need to generalize it for larger basins. 522 

Possible Position for Figure 4 523 

For JMR, we tested configurations with about 0.6m3m organic soil (63 layers using SC1 and 5 under SC2) 524 

to over 2m of organic soil, where organic content from SLC v2.2 ranged between 48-59% (Figure 4. The). 525 

The soil texture immediately below these layers was characterized as a mineral soil is assumed to be of 526 
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uniform below the fully organic layers and the soil texture is taken from the gridded SLC v2.2 mapping for 527 

the MRB mentioned above givingwith 15% SANDsand and 15% CLAY and an organicclay content ranging 528 

between 48-59% ()., with the remainder assigned as silt. 4-7m peat depths have been reported in the 529 

surrounding region have been identified in reports (Quinton et al., 2011) and by borehole data of the 530 

specificat permafrost monitoring sites (Smith et al., 2004). Therefore, the organic content in the mineral 531 

layers below the fully organic layers is set to 50% at these depths until bedrock. were characterized as 532 

mineral soils (as described above), but with 50% organic content. These deeper layers, while having 533 

considerable organic content, do not use the previously described parameterization for fully organic soils. 534 

This is an exception for this basin, which cancould be generalized for the MRB for in areas with high organic 535 

content (e.g. > 50%) like this region. These configurations are summarized in Table 3The organic 536 

configurations used are listed in . SDEP is set to 7m based on gridding the ) dataset at the 0.125ᵒ resolution 537 

. As mentioned in Section , SDEP marks the hydrologically active horizon below which the soil is not 538 

permeable and its thermal properties are changed to those of bedrock material. This makes it an 539 

important parameter and the sensitivity of the results to it is assessed by perturbing it within a range (5-540 

15m).. For the M-org configuration, we used a decreasing organic content with depth. 541 

Possible Positionposition of Table 3 542 

For BWC, the organic map () indicated that organic matter ranges between 27-34%. We tested 543 

configurations with 0.3 – 0.8m organic layers. A borehole log for 84-1-T4 site (Smith et al., 2004) shows a 544 

thin organic silty layer at the top (close to 0.2-0.3m). Sand and clay content below the organic layers are 545 

uniformly taken to be 24% and 24% respectively based again on the gridded SLC v2.2 as above andwith 546 

the remainder (52%) is assumed to be silt by CLASS. SDEP ranges between 5-12m. Thus, several values 547 

within this range have been. We tested ORG and M-org configurations as shown Table 3..  548 

The organic content indicated by the gridded soil information at HPC is only 18%, which is lower than the 549 

30% threshold to activatedecided for fully organic soils. However, Quinton and Marsh (1999) used a 0.5m 550 

thick organic layer in their conceptual framework developed to characterise runoff generation in the 551 

nearby Siksik creek. Krogh et al. (2017) adopted the same depth for their modelling study of HPC. 552 

Therefore, we tested configurations with 0.3-0.8m fully organic layers. as well as the M-org configuration 553 

with a uniform 18% organic content. Below that, soil texture values are taken from the gridded SLC v2.2 554 

to be 24% Sandsand and 32% Clay. A mineral soil configuration with 18% organic matter for the top few 555 

layers has been also tested (denoted “M-org”). SDEP ranges between 8-10m but values ranging between 556 

5-12m have been tested.clay from SLC v2.2.  557 
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3.4  Land Cover Parameterization 

As noted above, the model parameters for the three selected basins were pre-specified, given the specific 558 

aims of this study. The setups use land cover, vegetation, and hydrology parameters from the MRB setup, 559 

which is described in Elshamy et al. (in preparation). The land cover data are based on the CCRS 2005 560 

dataset  and the calibration differentiates between the Eastern and Western sides of the basin using the 561 

Mackenzie River as a divide. HPC and BWC are on the East side of the river while JMR is on the west side 562 

and therefore they have different parameters for some GRU types (e.g. Needleleaf Forest). SDEP, soil 563 

texture information and initial conditions were taken as described above and adjusted according to model 564 

evaluation versus permafrost related observations (ALD, Temperature envelopes) with the aim to develop 565 

an initialization and configuration strategy that can be implemented for the larger MRB model. 566 

Special land covers within the MESH framework include inland water, which is parameterized such that it 567 

remains saturated. Thus, drainage is prohibited from the bottom of the soil column and it is modelled 568 

using flat CLASS (no slope) with a large hydraulic conductivity value. Ideally, water should have no 569 

limitation on evaporation but being still treated as a porous media within the current version of CLASS, 570 

the top layers are not always fully saturated. Additionally, it was initialized to have a positive bottom 571 

temperature and therefore, it does not develop permafrost. Wetlands are treated in a similar way 572 

(impeded drainage and no slope) but it has grassy vegetation and it takes the soil properties as described 573 

above (Section ). It remains close to saturation but, depending on location, can still be underlain by 574 

permafrost. Taliks are easier to develop under wetlands this way. 575 

3.5  Climate Forcing  

MESH requires climate forcing data for seven climatic variables at a sub-daily time step. For this study we 576 

used the WFDEI dataset that covers the period 1979-2016 at 3 hourly resolution . The dataset was 577 

interpolated linearly from its original 0.5ᵒ resolution to the MRB model resolution of 0.125ᵒ. The high 578 

resolution forecasts of the Global Environmental Multiscale atmospheric model – GEM , and the Canadian 579 

Precipitation Analysis – CaPA  datasets, often combined as (GEM-CaPA), provide the most accurate 580 

gridded climatic dataset for Canada. Unfortunately, these datasets are not available prior to 2002 when 581 

most of the permafrost observations used for model evaluation are available.  performed an inter-582 

comparison of precipitation estimates from several products against observed station data over Canada 583 

and found that CaPA and WFDEI products are in good agreement with station observations. 584 
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3.62.7  Spinning up and Stabilization 

We used the first hydrological year of the climate forcing (Oct 1979-Sep 1980) to spin up the model 585 

repeatedly for 2000 cycles while monitoring the temperature and moisture (liquidwater and ice 586 

contentcontents) profiles at the end of each cycle for stabilization. We checked that the selected year was 587 

close to average in terms of temperature and precipitation compared to the WFDEI record (1979-2016) – 588 

Table 4).. The start of the hydrological year was selected because it is easier to initialize the first cycle at 589 

the end of summerCLASS when there is no snow cover or frozen soil moisture content. Stabilization is 590 

assessed visually using various plots as well as by computing the difference between each cycle and the 591 

previous one making sure the absolute difference does not exceed 0.1ᵒ°C for temperature (which is the 592 

accuracy of measurement thermostatsof the temperature sensors) and 0.01 m3/m3 for moisture 593 

components for all soil layers in the profile.. The aim is to determine the minimum number of cycles that 594 

can be used tocould inform the MRB modelongoing development of the MRB model, as it is 595 

computationally very expensive to spin up the whole MRB modeldomain for 2000 cycles. We then 596 

assessed the impact of running the model for the period 1980-2016 after 50, 100, 200, 500, 1000, and 597 

2000 spin-up cycles (using the first hydrological year) on the ALD, ZODALT, DZAA, and the temperature 598 

envelopes at the three sites for selected years depending on the available observations. We focused on 599 

temperature changes as we found moisture profiles to stabilize quicklyWe assessed the quality of the 600 

simulations visually as well as quantitatively by calculating the root mean squared error (RMSE) for ALT, 601 

DZAA, and the temperature profiles. 602 

Possible position of Table 4 603 

4.3. RESULTS 

4.13.1  Establishing Initial Conditions 

Figure 5 shows the temperature profiles at the end of spinning cycles for a selected GRU (Needleleaf – NL 604 

Forest) for the three selected sites using the two suggested soil layering schemes (SC1 and SC2) and using 605 

two different organic configuration (ORG vs M-org) for SC2. NL Forest is representative of the vegetation 606 

at the selected thermal sites for the three studied basins (except HPC bog site). As expected, the profile 607 

changes quickly for the first few cycles then tends to stabilize sosuch that there is no significant change 608 

occurs after 100 cycles and sometimes less. in most cases. Similar observations can be made for soil 609 

moisture (both water and ice contents) from Figure 6. Changes in moisture content tend to diminish more 610 

quickly than those for temperature, especially for ORG, and thus we will focus on temperature changes in 611 
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the remaining results. However, water and ice fractions play important roles in defining the thermal 612 

properties of the soil and provide useful insights to understand certain behaviours in the simulations. 613 

Figure 7 shows the temperature of each layer for the same cases as in versus the cycle number to visualize 614 

the change patterns betweenof change over the cycles. There are some smallSmall oscillations are 615 

observed, indicating someminor numerical issuesinstabilities in the model, but theythese do not cause 616 

major differences for the simulations. ForIn some cases/layers, the temperature keeps drifting (mostly 617 

cooling) for several hundred cycles before stabilizing (if itstabilization occurs). We note a few important 618 

thingsfindings:  619 

 Changes to theThe temperature of the bottom layer (TBOT) remains virtually unchanged from theits 620 

initial value are too small to have any significance; this. This triggered further testing using different 621 

initial values and the impactimpacts on stabilization were similar, as shown in the next sections. We 622 

also checked the model behaviour for shallower soil columns and found that the bottom temperature 623 

did change with spinning up, within a range that decreased as the total soil depth increased. 624 

 The vertical discretization of the soil plays an important role in the evolution of temporal moisture 625 

and temperature profiles. SC2 gives much more stable results than SC1 with in faster stabilization and 626 

than SC1 with less drifting for all cases indicating the importance of the vertical discretization scheme. 627 

 For layers where the temperature is drifting, the difference between the temperature after 2000 628 

and 100 cycles is usually within 1.0 K. 629 

 The depth of organic layers, and their sub-type in fully organic soils, controls the shape of the moisture 630 

content profiles and the ice/water content partitioning. This in turn influences the soil thermal 631 

properties (drier soils are generally less conductive, icy soils are more conductive) and thus affects the 632 

number of cycles needed to reach stable conditions. Deeper fully organic soils (JMR) require more 633 

cycles to stabilize than mineral ones with organic content. 634 

Possible Position of Figure 5 635 

Possible Position of Figure 6 636 

The temperature gradient from South to Northnorthward is clear comparing the different sites as well as 637 

the impact of the deeper permafrost in the North organic layers at JMR on the fasterslower stabilization 638 

of temperature and, to a lesser extent, moisture content. This is related to the low thermal conductivity 639 

of organic matter as well as the low moisture content below the organic layers as peat acts as a sponge 640 

absorbing water and heat and disallowing downward propagation, especially in the absence of ice (i.e. in 641 

summer). Hemic and sapric peat soils have relatively high minimum water contents as shown in Figure 642 
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6at HPC. Stabilization takes generally longer (see also Table S1 in the Supplement). The M-org 643 

configuration allows more moisture to seep below the organic layers and have some higher ice content 644 

at some depth that depends on the thickness of the organic layers and the general site conditions. For 645 

example, it forms below the thick organic layers for middle layersJMR but it formed at JMR than fora 646 

deeper depth at BWC or HPC. For theas the organic thickness is smaller. HPC has a comparable organic 647 

depth to BWC but the layers with high ice content formed at a sallower depth because the site is colder. 648 

At all three sites, and for both ORG and M-org configurations, there is a change in the slope of the 649 

temperature profile at the depth corresponding to the interface of the soil to bedrock, illustrating the 650 

importance of the SDEP showing the importance of this parameter for permafrost simulations. This is due 651 

tocaused by the change in soil thermal and hydraulic properties above and below SDEP as well as the 652 

change(respective of the heat transfer mechanism to become purely conductivetwo different mediums 653 

above and below SDEP (there is no this interface) and the moisture). Above SDEP, there contents therein; 654 

bedrock is some role for convective heat transferassumed to remain dry at all times while soil will always 655 

have a minimum liquid water content depending on the moisture content and state (frozen/unfrozen) 656 

which in turn depend on soil properties and organic content.its type.  657 

Possible Position of Figure 7 658 

Given the above findings, the remainder of the results focus on SC2 only. Additionally, we considered 659 

different values for the bottom temperature based on site location and extrapolation of observed 660 

temperature profiles as, because it cannot be established through spinningspin-up. Ground and ground 661 

temperature measurements rarely go deeper than 20m and thus we do not know whether they are 662 

changing or not. There are established strong correlations between near surface ground temperature and 663 

air temperature at the annual scale (e.g. Smith and Burgess, 2000) but the near surface ground 664 

temperature is taken just a few centimeters below the surface. We spin up the model at the three sites 665 

for 2000 cycles for a few cases and then use the initial conditions after a selected number of cycles to run 666 

a simulation for the period of record (1979-2016) and assess the differences for ALD, ZODALT, DZAA, and 667 

temperature profiles for selected years within that period.. The sensitivity of the results to SDEP, TBOT, 668 

and the organic content/configurationsoil depth will then be assessed using 100 spin cycles only. 669 

4.23.2  Impact of Spinning up 

Figure 8, Figure 9 and Figure 10 show the simulated ALD, ZODALT, DZAA and temperature envelopes 670 

(selected years) at the three study sites respectively using initial conditions after 50, 100, 200, 500, 1000, 671 

and 2000 spin-up cycles using SC2 and the stated configuration for SDEP, TBOT, and ORG/M-org. Most 672 



 

24 
 

differences across the spin-up range are negligible and it is not easy to distinguish the different lines on 673 

those figures except for JMR where there. What stands out are some largerlarge differences in ALDALT 674 

and ZODDZAA at JMR for some years (ORG configuration only) depending on the initial conditions (i.e. 675 

number of cycles) used. The low thermal conductivity of the thick fully organic layers slows the 676 

stabilization process and thus yields slightly different initial conditions depending on the number of cycles 677 

used.  That does not happen for the two other sites with thinner ORG layers or for M-org configurations. 678 

This further emphasized by the RMSE values for ALT and DZAA shown in the legends of Figure 8 and Figure 679 

9. 680 

Possible Position of Figure 8 681 

Assuming that more spinning spin-up get us closercycles would lead to the correct valuesdiminished 682 

differences, and thus considering the results initiated after 2000 cycles as a benchmark, one can accept 683 

an error of a few centimeters in simulated ALD withALT using a smaller number of spin-up cycles. For JMR, 684 

this error is about 10% on average, which is much smaller than the error in estimating ALDsimulating ALT 685 

at this site. We are thus tradingThus, there is a trade-off in computational time by limiting the number of 686 

cycles required for a slight loss of accuracy at some sites, particularly those located in the more challenging 687 

sporadic zone. 688 

Possible Position of Figure 9 689 

The figures also include relevant observations, and RMSE values, to assess the quality of simulations. The 690 

simulated ALDsALT at JMR and HPC are generally over-estimated (Figure 8). For HPC, two configurations 691 

are displayed: one with mineral soil that has 18% organic matter for ) by the top 0.6m (denotedORG 692 

configuration. The M-org), which seems to configuration does better represent the conditionsfor mean 693 

ALT at 01TC02; the other has a fully organic soilJMR but is much worse than ORG for the same depth 694 

(denoted ORG) which results in a much smaller ALD and is closer to the thaw tube measurements at HPC 695 

(93-TT-02). This indicates the large heterogeneity of conditions that can occur in close proximity of each 696 

other. Temperature profiles are only shown for the first case as there are no observed temperature at the 697 

HPC thaw tube site. For BWC, the ALD which overestimates ALT by about 8m. For BWC, the ALT simulation 698 

under ORG is close to the observations for most years but the simulation shows more inter-annual 699 

variability while observations show a small upward trend after an initial period of large increase (1988-700 

1992)), which may be the result of the disturbance of establishing the site. A couple of observations are 701 

marked “extrapolated” as the zero isotherm falls above the first thermistor (located 1m deep). For HPC, 702 
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M-org better represents the conditions at 01TC02 while ORG resulting in a smaller ALT on average and is 703 

closer to the thaw tube measurements at HPC (93-TT-02), as indicated by the RMSE values. This is 704 

indicative of the large heterogeneity of conditions that can occur in close proximity to each other and that 705 

require different modelling configurations. M-org configurations generally show little to no inter-annual 706 

variability (except for HPC) while ORG ones show more inter-annual variability.  707 

Possible Position of The simulated ZODDZAA (Figure 9) is also over-estimated for JMRat JMR under both 708 

ORG and M-org configurations while it is close to values deduced from observations forat BWC and HPC. 709 

In contrast to ALD,ALT, DZAA observations have larger inter-annual variability than simulation, possibly 710 

due to the large spacing of measuring thermistors and the failure of some in some years. For HPC, the 711 

fully organic configuration (both ORG) is and M-org simulations are showing more variability in DZAA than 712 

the mineral one (M-org) but both match the depth deduced from observations for 01TC02. and both 713 

underestimate it. In general, matching ZODDZAA to observations is not an objective in itself but its 714 

occurrence well within the selected soil depth is more important. The largest value simulated is about 715 

23m19m for HPC, which is less than half the total soil depth. ThatThis indicates that a smaller soil column 716 

depth would not be recommendedsuitable for HPC but could be used for JMR and BWC. 717 

Possible Position of Figure 10 718 

Comparing to the observed envelopestemperature profiles for a selected year at each site (Figure 10), the 719 

simulations look satisfactory in general.) reveals large difference between ORG and M-org configurations, 720 

especially at HPC and BWC. The overall shapes of the profiles are captured depend on the selected 721 

configuration. M-org works better for HPC while ORG is better at BWC. Both configurations do relatively 722 

well for JMR and HPC despite the general over estimation of ALD for both sites.although this site is 723 

characterized with deep peat.  At BWC, the active layer depth ORG simulation agrees well with 724 

observations in terms of ALT but the temperature envelopes are generally colder than observed and gets 725 

the . The M-org configuration at this site results in a talik between 2 and 9m which is not seen in the 726 

observations. The minimum envelope getsis too cold near the surface for ORG configurations at the three 727 

sites because of the thermal properties of the peat (Dobinski, 2011; Kujala et al., 2008). This is discussed 728 

further in Section 3.5. 729 

To aid with the selection of the best configuration for each site, we calculated RMSE for the temperature 730 

envelopes (Tmax and Tmin separately) by interpolating the simulation results at the depths of 731 

observations, discarding points/years where/when the sensors fail. The available records vary from site 732 
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to site. The results are shown in Figure 11. A for the simulations stared after 2000 spin-up cycles with a 733 

small inset table on each panel showing how the mean RMSE over the simulation period changes with 734 

spin-up cycles. The change in RMSE with cycles is small to negligible. In general, Tmax is better simulated 735 

than the Tmin, except for BWC M-org configuration. M-org has lower errors than ORG for HPC while the 736 

situation is reversed for HPC (i.e. M-org is better than ORG). For JMR, the performance of the ORG 737 

configuration is similar issue happensto M-org for JMR. ThisTmax but is notbetter for Tmin. The shape of 738 

the case for HPC despite it beingTmin envelope is better. Given the coldest site. This turned 739 

outrequirement to have generic rules to be related to the specification of fullyapplicable at the MRB scale, 740 

we prefer to use the ORG configuration at this site. The following sections assess the sensitivity of the 741 

results to SDEP, TBOT, and organic soils at JMR and BWC while the envelopes shown for HPC are taken 742 

from the mineral configuration that uses 18% organic content. This is discussed further in Section .depth 743 

for the preferred configuration at each site.  744 

Possible Position of Figure 11 745 

4.33.3  Impact of Permeable Depth to Bedrock (SDEP) 

SDEP for the above mentioned configurations for each site was perturbed in the range of 5-15m keeping 746 

other studied parameters (TBOT and organic configuration) fixed. Figure 12 and  showshows the impact 747 

for each site on the average ALDALT and ZODDZAA over the analysis period (1980-2016) for all land cover 748 

types. 100 spinning-up cycles were used to initialize those simulations and. The land cover derived GRUs 749 

vary between the sites. For JMR, wetlands do not develop permafrost while at shallower SDEP values, 750 

talik formationstaliks (i.e. no permafrost – NPF on the figures) develop under forest GRUs in some years 751 

and thus. Thus, the shown averages shown on Figure 12 are for those years when the soil is frozencroytic 752 

all year round., which varies across the tested SDEP range. There is a general tendency for ALDALT to 753 

slightly decrease with deeper SDEP values for all land cover types, especiallyexcept for fully organic soils 754 

(JMR, BWC,grass and shrubs at HPC ORG configuration).. SDEP has a similar impact on ZOD () for HPC, as 755 

the latter seems to decrease with deeper SDEP, but the impact is not the same for BWC and JMR where 756 

ALDDZAA varies across sites and GRUs. While DZAA increases initially increases/decreases for JMR, BWC 757 

respectivelywith SDEP at JMR then becomes insensitive to SDEP. This possibly depends on the organic 758 

configuration. ZOD, it initially decreases with SDEP for HPC then increases at a slower rate. At BWC it 759 

initially decreases with larger SDEP then increases before becoming insensitive to SDEP. DZAA is generally 760 

shallower for JMR followed by BWC and then HPC. Thus, this  in close correlation with the depth of organic 761 
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layers. This behaviour mightmay also be correlated to the thickness of permafrost that increases in the 762 

same order.  763 

Possible Position of Figure 12 764 

Figure 13Possible Position of (top) shows how these changes to ALDALT and ZODDZAA are occurring via 765 

changes in the shape of the temperature envelopes for a selected year. Increasing SDEP actually allows 766 

more cooling of the middle soil layers (between 0.5 – 10m) which pushes the maximum envelopenvelope 767 

upwards reducing ALDALT. The envelopes bend again to reach the specified bottom temperature, which 768 

is much clearer for JMR (because it is set to +0.80ᵒC) than BWC and HPC where it is set to a negative value. 769 

Differences across the SDEP range are largersmall for HPC forbecause of the fully organic soilM-org 770 

configuration (ORG) compared to the mineral configuration with 18% organic content (M-org).. The 771 

straighter envelopes of HPC tend to meet (i.e. at ZODDZAA) at larger depths than the curved ones at BWC 772 

and JMR. This cooling effect is possibly related to having moisture, especially ice, in deeper soil layers with 773 

deeper SDEP, which affects the thermal properties of the soil. The presence of ice increases the thermal 774 

conductivity of the soil in general, compared to dry soil (see Section S1 in the supplement). The bottom 775 

panel of Figure 13 summarizes the impact of SDEP on RMSE for ALT, DZAA, Tmax and Tmin over the 776 

simulation periods (years with observations as shown in Figure 11well). There are trade-offs in simulating 777 

the various aspects as induces convective heat transferthe minimum RMSE values are attained at the 778 

maximum SDEP used for Tmin, Tmax and DZAA at JMR and BWC while the minimum RMSE values for ALT 779 

is attained at the maximum used SDEP value. Except for ALT, RMSE seem insensitive to SDEP at HPC. 780 

Possible Position of Figure 13 781 

4.43.4  Impact of Bottom Temperature (TBOT) 

As shown by the spinning-up experiments above, the initial temperature of the deepest layer remains 782 

virtually unchanged through the spin-up and thus has to be specified. It was expected that simulations 783 

might converge to a possibly different steady state value at the end of spin-up but they did not. The 784 

bottom of soil column has a zeroconstant flux boundary condition (Section 2.1)). We used the default zero 785 

value for this constant, implying no gradient at the bottom, while TBOT is only an initial condition for the 786 

first spin-up cycle. We also tested values for the geothermal flux of 0.083 Wm-2 at the three sites and 787 

found negligible impact confirming the previous findings of Sapriza-Azuri et al. (2018). This value for the 788 

heat flux is the maximum of the range specified for Western Canada by Garland and Lennox (1962)that 789 

was expected to converge to a possibly different steady state value at the end of spin-up.. Temperature 790 
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observations as deep as 50m are rare and relationships between that temperature and air or near surface 791 

soil temperature are neither available nor appropriate. For the studied sites, it has been estimated from 792 

the observed profiles, and perturbed within a range (-3.0 to +1.5ᵒC), which was varied depending on the 793 

site condition/location. Figure 14 shows the impact onof changing the temperature of the deepest layer 794 

on ALD while  shows the impact on ZOD.ALT and DZAA. For JMR, increasing TBOT increases ALDALT quickly 795 

so that taliks form under wetlands if TBOT > 0ᵒC and other land cover types follow at higher temperatures 796 

such that permafrost does not develop under most canopy types if TBOT > 1.5ᵒC. This gives a way to 797 

simulate the no permafrost conditions observed at all sites in the basin (except 85-12B-T4). A similar 798 

relationship is simulated for BWC as increasing TBOT increases ALDALT especially for wetlands. ALDALT at 799 

HPC seems little affected by the bottom temperature with either organic configurationis insensitive to 800 

TBOT because of the generally colder conditions. ZOD and thicker permafrost. DZAA is showing low 801 

sensitivity to TBOT except for wetlands at JMR. 802 

Possible Position of Figure 14 803 

Figure 15Possible Position of (top) shows how the temperature envelopes respond to changes in TBOT. 804 

In all cases, the envelopes seem to bend at some depth to try to reach the given bottom temperature. 805 

SDEP seems to influence the start of that inflection. This bending towards the given temperature causes 806 

another inflection of the maximum envelope closer to the surface. Depending on the depth of that first 807 

inflection, ALDALT may or may not be affected. ZODDZAA is not affected as much but the temperature at 808 

ZODDZAA depends on TBOT. There is a noticeable difference at HPC between the fully organicM-org 809 

configuration (ORG)of HPC on one hand and the mineralORG configuration at JMR and BWC on the other. 810 

Figure 15(bottom) shows the impact of TBOT on model performance as measured by RMSE of ALT, DZAA, 811 

Tmin and Tmax. Again we see trade-offs between getting the proper shape for the envelopes (as 812 

measured by RMSE for Tmax and Tmin) and the ALT for JMR indicating that has 18% organic content (M-813 

org) with the same depth (a range between 0.6m).5°C to 1.0°C for TBOT gives reasonable performance 814 

across the four metrics. For BWC, ALT and DZAA are little sensitive to TBOT a range of -0.5°C to -1°C gives 815 

the best overall performance. For HPC, the colder the TBOT, the lower the RMSE values for most metrics, 816 

a value around -2°C is reasonable.  817 

Possible Position of Figure 15 818 

Field Code Changed
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4.53.5  Impact of Organic Depth (ORG) and Configuration 

It is believed that organic soils provide insulation to the impacts of the atmosphere on the soil 819 

temperature, which would lead to a thinner active layer than the case ofin a fully mineral soil. This 820 

assumption has been tested for the three sites by changing the depth of the fully organic layers (ORG) for 821 

JMR and BWC) as well as against athe mineral soil with relatively highlayers containing organic content 822 

(M-org) at HPC. The results are sometimes counter-intuitive. Peat plateaux are widespread in the JMR 823 

region and thus the fully organic layers are followed by layers of high organic content (50%) till SDEP. 824 

Increasing the fully organic layers initially reduces ALDALT (Figure 16 top)) as expected but also reduces 825 

ZOD ( bottom)DZAA quickly. Then the ALDALT (which is defined mainly by the maximum temperature 826 

envelopenvelope) increases again which means that morea deeper fully organic layerslayer provides less 827 

insulation than mineral layers with high organic content.. The reason may beis related to the larger 828 

moisture holding capacity provided by fully organic layers or because the sand content is smallthermal 829 

and thus the hydraulic conductivityproperties of the mineral layers is low. HPC shows a similar behaviour 830 

where 3 organic layers have a similar effect on ALD as 6 layers and the minimum ALD is reached by 4-5 831 

layers.peat. BWC has aexhibits different behaviour than the other two sitesto JMR as ALDALT increases 832 

initially when increasing the fully organic layers from 3 to 4 then decreases gradually. ZODDZAA seems to 833 

decrease with increasing the organic depth for most land cover types at the three sites. DZAA and ALT 834 

show little sensitivity to the depth organic layers at HPC because the thermal and hydraulic properties 835 

under the M-org configuration are affected by the sand and clay fractions while they are set to specific 836 

values for fully organic soils (ORG). Wetlands behave in a different way compared to other land cover 837 

types at the different sites because it isthey are configured to remain close to saturation as much as 838 

possible. At JMR, wetlands are not underlain by permafrost for all organic configurations, which agrees 839 

with the literature. 840 

Possible Position of Figure 16 841 

Figure 17(top) shows the response of the temperature envelopes to changes in the organic depth. 842 

Increasing the organic depth causes much larger negative temperatures near the surface for the minimum 843 

envelope for ORG but causes the inflection of the minimum envelopenvelope to occur at slightly higher 844 

temperatures. A similar, but smaller, effect can be seen for the maximum envelopenvelope. The maximum 845 

envelopes for the different organic depth intersect, which corroborates with the above results for ALDALT. 846 

Another interesting feature can be observed comparing the ORG and M-org configurations for HPC in  and 847 

.. The M-org configurationconfigurations has a much smaller temperature range near the surface than the 848 
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fully organic soil and causes less cooling in the intermediate soil layers (above SDEP) such that the 849 

observed profiles are better matched HPC. The high thermal capacity of the peat combined with its high 850 

thermal conductivity when containing ice in winter cause this cooling at the surface (Dobinski, 2011)for 851 

this site. These results emphasize the need to investigate the soil hydraulic and thermal properties for 852 

each case to better understand the role of organic matter and fully organic layers on the moisture and 853 

temperature simulations.. 854 

Figure 17(bottom) summarizes the impact of organic depth (ORG for JMR and BWC, and M-org for HPC) 855 

on the RMSE of ALT, DZAA, and the temperature envelopes. The impact in JMR is interesting as there are 856 

clear optimal values for ALT and Tmin and, to some extent, Tmax, although the optimal value is not the 857 

same for each aspect, leading to trade-offs. The selected 1.46m depth (8 ORG layers) provides the best 858 

performance overall. For BWC, RMSE for Tmax and Tmin move in opposite directions (Tmin RMSE 859 

generally reduces while Tmax RMSE increases with deeper ORG). A depth around 0.5m is generally 860 

satisfactory. For HPC, depths containing organic matter less then 0.6m provide the optimal performance 861 

across the different aspects. A multi-criteria calibration framework can be setup using those performance 862 

metrics if the aim is the find the best configuration (including SDEP and TBOT) for each site. However, we 863 

are seeking generic rules that can be applied at larger scales, such as that of the MRB as a whole. 864 

Possible Position of Figure 17 865 

5.4. Discussion and Conclusions 

Permafrost is an important feature of cold regions, such as the Mackenzie River Basin, and needs to be 866 

properly represented in land surface hydrological models, especially under the unprecedented climate 867 

warming trends that have been observed. in these regions. The current generation of LSMs areis being 868 

improved to simulate permafrost dynamics by allowing deeper soil profiles than typically used and 869 

incorporating organic soils explicitly. Deeper soil profiles have larger hydraulic and thermal memories that 870 

require more effort to initialize. We followed the recommendations of previous studies (e.g. Lawrence et 871 

al., 2012; Sapriza-Azuri et al., 2018) to select the total soil column depth to be around 50m. The 872 

temperature envelopes meet (at DZAA) well within the 50m soil column over the simulation period 873 

(including spinning-up), i.e.such that the bottom boundary condition is not disturbing the simulated 874 

temperature profiles/envelopes and ALDALT.  875 

We analysed the conventional layering schemes used by other LSMs, which tend to use an exponential 876 

formulation to maximize the number of layers near the surface and minimize the total number of layers 877 
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(Oleson et al., 2013; Park et al., 2014).. We found that the exponential formulation is not adequate to 878 

capture the dynamics of the active layer depth and thus tested two other alternative schemes that have 879 

smaller thicknesses for the first 2 meters, instead of the conventional exponentially increasing 880 

thicknesses.ones. The first scheme (SC1) had equally-sized layers in the first 1m, followed by thicker but 881 

equally-sized layers in the second 1m. The second scheme (SC2) was formulated to have increasing 882 

thicknesses with depth following a scaled power law, which we found to be more suitable for the explicit 883 

forward numerical solution used by CLASS. 884 

We discussed the common initialization approaches, including spinning up the model repeatedly using a 885 

single year (e.g. Dankers et al., 2011; Nishimura et al., 2009) or a sequence of years (e.g. Park et al., 2013),, 886 

spinning up the model in a transient condition on long paleo-climatic records (e.g. Ednie et al., 2008),, or 887 

combining both of these approaches (Sapriza-Azuri et al., 2018).. Paleo-climatic reconstructions are scarce 888 

and provide limited information (e.g. mean summer temperature or total annual precipitation), while 889 

LSMs typically require a suite of meteorological variables at a high temporal resolution for the whole study 890 

domain. These variables can be stochastically generated at the resolution of interest informed by paleo-891 

records. However, such practice is computationally expensive, especially for large domains and also 892 

introduces additional uncertainties. The approach of spinning-up using available 20th century data has 893 

been criticized as picking up the anthropogenic climate warming signal that started around 1850 and thus 894 

would yield initial conditions that are not representative. However, paleo climatic records also show that 895 

the climate has always been transient and there may not exist a long enough period of quasi-equilibrium 896 

to start the spinning-up process (Razavi et al., 2015). Spinning-up using a sequence of years is thus more 897 

prone to having a trend than a single year and de-trending the sequence is not free of assumptions either.  898 

Given the above complications, we investigated the impact of the simplest approach, which is spinning-899 

up using a single year (similar to Burke et al., 2013; Dankers et al., 2011),, on several permafrost metrics 900 

(active layer depth – ALD,ALT, depth of zero oscillation depth where the temperature envelopes meet – 901 

ZODannual amplitude – DZAA, and annual temperature envelopes). The aim was to determine the 902 

minimum number of spinning-up cycles to have satisfactory performance (if reached) and to know how 903 

much accuracy is lost by not spinning more. We did this for three sites along a south-north transect in the 904 

Mackenzie River Valley sampling the different permafrost zones (sporadic, extensive discontinuous and 905 

continuous) in order to be able to generalize the findings to the whole MRB domain. Additionally, we 906 

investigated the sensitivity of the results to some important parameters such as the depth to bedrock 907 

(SDEP), the temperature of the deepest layer (TBOT), and the organic soil configuration (ORG). 908 
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The results show that temperature profiles at the end of spinning cycles remained virtually unchanged 909 

(i.e. reached a quasi steady state) after 50-100 cycles, when benchmarked against the results of 2000 910 

cycles. We focused on temperature profiles for this stability analysis, because we found that the soil 911 

moisture profiles (both liquid and frozen) stabilize much earlier during spin-up. In some cases, changes in 912 

the middle layers occurred after 100 cycles but the influence of that on the simulated envelopes, ALDALT 913 

and ZODDZAA was found to be small to negligible compared to the uncertainty of observations and the 914 

scale of our model. We also found that the selection of the layering scheme has an effect on stabilization 915 

and our proposed scheme (SC2) with increasing thicknesses with depth reached stability faster and had 916 

less drifting. Therefore, the simple single-year spinning approach seems to be sufficient for our purpose 917 

using SC2. This agrees with Dankers et al. (2011) who showed that a higher vertical resolution improved 918 

the simulation of ALT using JULES. 919 

We also found that the temperature of the deepest soil layer (TBOT) remained virtually unchanged from 920 

the specified initial value even after 2000 spinning cycles. Therefore, this temperature has to be specified 921 

by the modeller. For the study sites, we extrapolated it from the observed envelopes and studied the 922 

effect of perturbing it around the extrapolated value. This perturbation had small impacts on ALDALT and 923 

ZODDZAA except for JMR which is located in the sporadic permafrost zone, but it had a significant impact 924 

on the shape of the envelopes. Temperature observations going as deep as 50m are rare. Most of the 925 

permafrost monitoring sites in the MRB have up to 20m cables and thus we do not know ifwhether the 926 

temperature of deeper soil layers has been changing over time, and if so, by how much. Changes in 927 

temperature at the deepest sensors at each of the three sites can be seen in Figure S1 of the 928 

supplementary material. To take the information back to MRBthe large scale, we recommend using a 929 

south to north gradient moving from +1.0 in the sporadic zone to -2.0 in the continuous zone and 930 

specifying a spatially variable field as an input initial condition. For this study, we considered only the zero-931 

flux boundary condition. It is possible to test whether a non-zero thermal flux boundary condition could 932 

resolve this issue. However, available datasets for the geothermal flux are not transient and estimate 933 

those fluxes at depths greater than the 50m used and thus the issue may need further investigationThese 934 

effects show the regional variability which needs to be assessed for different applications such as other 935 

basins affected by permafrost, or using other LSMs. This could lead to the verification of such finding and 936 

to the preparation of a global map of initial values for TBOT by combining observations and modelling. 937 

We have not seen such detailed analyses in the literature. 938 
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For this study, we tested whether a non-zero thermal flux boundary condition could resolve this issue but 939 

the impacts were negligible using the literature values for the geothermal flux (0.083 Wm-2) in the region. 940 

However, available datasets for the geothermal flux (e.g. Bachu, 1993) are not transient and estimate 941 

those fluxes at depths greater than the 50m used. Our results agree with those of Nishimura et al. (2009) 942 

and Sapriza-Azuri et al. (2018) who showed that the geothermal heat flux had negligible effect on most 943 

simulations in study areas in Siberia and Canada respectively. Nevertheless, the issue may need further 944 

investigation using other models (including thermal ones) and tests in other regions before generalizing 945 

such conclusion.  946 

The analyses also demonstrated the importance of the organic soil configuration (i.e. how manynumber 947 

of layers and their parameterization respective of organic sub-types) and depth to bedrock on the 948 

simulated temperature profiles and active layer dynamics. This has been illustrated in the literature. For 949 

example, Dankers et al. (2011) found that adjusting soil parameters for organic content to have relatively 950 

little effect on ALT simulations of the Arctic region while Nicolsky et al. (2007) and Park et al. (2013) 951 

stressed the importance of organic content to the fidelity of permafrost simulations. Park et al. (2013) 952 

further indicated that organic matter evolves dynamically as it decomposes over time and depends on 953 

biogeochemical processes such as plant growth, root development, and littering. This could be simulated 954 

in LSMs by including the carbon cycle. However, fully organic soils were not extensively tested in 955 

permafrost context as shown in our study. 956 

In most cases, we found combinations of TBOT, SDEP, and ORG that produced satisfactory simulations but 957 

the impact of organic layering seems to require further investigation, as increasing the thickness of organic 958 

layers does not always act to reduce ALDALT or reduce the cooling in the middle soil layers that should 959 

result from increased insulation. There is an interplay between the moisture properties/content and 960 

thermal properties of organic soils that needs further investigation. Additionally, we cannot represent 961 

mixedstacked canopies using CLASS, e.g. trees or shrubs underlain by moss. Moss or the effect of litter 962 

under (deciduous) trees/shrubs. Moss or litter could be providing additional insulation under those 963 

canopies that is not represented. The quality of snow simulations can also impact the quality of permafrost 964 

simulations. For example, Burke et al. (2013) showed that a multi-layer snow model improved ALT 965 

simulations in JULES; CLASS has a single layer snow model.  966 

To conclude, we now have anformulated a generic approach to represent permafrost in MESS/within the 967 

MESH framework (running CLASS) for applications at the MRBlarge scales that has the following features: 968 
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- Around aA 50m deep soil profile with increasing soil thickness with depth; 969 

- 50-100 Spinning 50-100 cycles of the first year of record to initialize the moisture and temperature 970 

profiles; and 971 

- Spatially distributed TBOT, SDEP, and soil texture parameters are, with a systematic guideline to 972 

be specified spatially. We have processed gridded data for SDEP and soil texture (including organic 973 

matter) and modified MESH/CLASS to read these by grid. In preparing these fields, we will use the 974 

30% threshold to activateidentify fully organic soils.  975 

The generic nature of this approach comes from testing it at three sites within different permafrost classes 976 

(sporadic, discontinuous and continuous). However, testing the approach is other regions, and with other 977 

LSMs (e.g. CLM, MESH/SVS), is necessary before pursuing it for wider applications. This can be done using 978 

representative sub-basins where permafrost observations exist to test the above mentioned elements 979 

and make any necessary adjustments for application at large scales. Additionally, this study demonstrated 980 

a simple and effective way to use small-scale investigations to inform larger scale modelling. While the 981 

GRU-based parameterization approach facilitates such transferability, the key is to use the same physics 982 

at both scales. 983 

It was necessary to increase the flexibility of the MESH framework to accommodate these input formats 984 

as well as to produce relevant permafrost outputs. However, the model is still deficient in some ways. For 985 

example, the explicit forward numerical solution may be limiting our choices forlimit how soil layering and 986 

the should be defined. The lack of complex canopies, amongst other things,the use of a single layer snow 987 

model, and the static nature of soil organic content may be affecting our parameterization of MESH. The 988 

parameterization of bedrock as sandstone requires further investigation as it does not reflect the spatial 989 

variability of thermal properties of bedrock material. These findings are not specific to MESS/CLASS and 990 

could be beneficial for the LSM community. This study also demonstrated a simple in general. Therefore, 991 

further analysis and effective waymodel development is required towards improving the realism of the 992 

simulations in permafrost regions. It is vitally required to use small-scale investigationsincorporate key 993 

features of permafrost dynamics (e.g. taliks, land subsidence, and thermokarst) into LSMs, as well as the 994 

linkages between permafrost evolution phase (aggradation/degradation) and carbon-climate feedback 995 

cycles under the changing climatic conditions. The inclusion of such features could enhance the 996 

representation of hydrological processes within LSMs and, consequently, ESMs. Accordingly, there is a 997 

pressing need to inform larger scale modelling. The key is to use the same model at both scales.promote 998 
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multidisciplinary research in permafrost territories among hydrologists, climatologists, geomorphologists, 999 

and geotechnical engineers.     1000 
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Figures 

 1244 

Figure 1 Schematic of the soil column showing the variables used to diagnose permafrost 1245 
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 1248 

Figure 2 Mackenzie River Basin: Location, permafrost classification, and the three study sites 1249 

  1250 
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a) Jean Marie River Basin 

 

b) Bosworth Creek Basin 
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c) Havikpak Creek Basin 

Figure 3 Location of and Permafrost measurement sites in a) Jean Marie River sub-basin, b) Bosworth 1251 
Creek sub-basin, and c) Havikpak Creek sub-basin 1252 

1253 
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 1254 

Figure 4 Gridded organic matter in soil at 0.125ᵒ resolution for the MRB, processed from the Soil 1255 
Landscapes of Canada (SLC) v2.2 dataset (Centre for Land and Biological Resources Research, 1996) 1256 

 1257 



 

50 
 

  

 SC1: 23L-50m ORG SC2: 25L-51.24m ORG SC2: 25L-51.24m M-org 

JM
R 

– 
N

L 
Fo

re
st

 

   

BW
C 

– 
N

L 
Fo

re
st

 

    

H
PC

 –
 N

L 
Fo

re
st

 

    

 

Figure 5 Soil temperature profiles at the end of selected spin-up Cycles for the NL Forest GRU at all three sites using 
different soil layering schemes and organic configurations 
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Figure 6 Soil moisture profiles at the end of selected spin-up cycles for the NL Forest GRU at all three sites using 
different soil layering schemes and organic configurations (solid lines for liquid and dashed lines for ice) 
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 Figure 7 Impact of the soil layering scheme selection on spin-up convergence at the three study sites (the darker the color, the deeper the layer, 
deepest layer is colored blue) 
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JMR – NL Forest (1.46m ORG +0.8ᵒC SDEP7) 

 
JMR – NL Forest (1.46m M-org +0.8ᵒC SDEP7) 

 
BWC – NL Forest (0.44m ORG -1.0ᵒC SDEP10) 

 
BWC – NL Forest (0.44m M-org -1.0ᵒC SDEP10) 

 
HPC – NL Forest (0.6m ORG -1.5ᵒC SDEP8) 

 
HPC – NL Forest (0.6m M-org -1.5ᵒC SDEP8) 

Figure 8 Impact of the number of spin-up cycles on simulated ALT on the Needleleaf Forest GRU at all sites – 
2 organic configurations were used for each site using SC2 layering scheme, RMSE is shown in parenthesis 
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JMR – NL Forest (1.46m ORG +0.8ᵒC SDEP7) 

 
JMR – NL Forest (1.46m M-org +0.8ᵒC SDEP7) 

 
 BWC – NL Forest (0.44m ORG -1.0ᵒC SDEP10) 

 
BWC – NL Forest (0.44m M-org -1.0ᵒC SDEP10) 

 
HPC – NL Forest (0.6m ORG -1.5ᵒC SDEP8) 

 
HPC – NL Forest (0.6m M-org -1.5ᵒC SDEP8)  

Figure 9 Impact of the number of spin-up cycles on simulated DZAA on the Needleleaf Forest GRU at all 
three sites – 2 organic configurations were used for each site using SC2 layering scheme, RMSE is shown in 

parenthesis 
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Figure 10 Impact of the number of spin-up cycles on simulated temperature envelopes for the Needleleaf Forest GRU for 

a selected year at each study site – 2 organic configurations used for each site using SC2 layering scheme  
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JMR – NL Forest (1.46m ORG +0.8ᵒC SDEP7) JMR – NL Forest (1.46m M-org +0.8ᵒC SDEP7) 

 
BWC – NL Forest (0.44m ORG -1.0ᵒC SDEP10) 

 
BW C – NL Forest (0.44m M-org -1.0ᵒC SDEP10) 

 
HPC – NL Forest (0.6m ORG -1.5ᵒC SDEP8) 

 
 HPC – NL Forest (0.6m M-org -1.5ᵒC SDEP8) 

Figure 11 Time series of RMSE of simulated envelopes at all three sites at the end of 2000 cycles  
2 organic configurations were used for each site using SC2 layering scheme 

Table insets show the change in mean RMSE over the period of available record for simulations initiated after the 
shown number of spin-up cycles 
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Figure 12 Impact of SDEP on average simulated ALT and DZAA for different GRUs at the three study sites over the 
1980-2016 period 
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JMR – ORG (TBOT=+0.80ᵒC) BWC – ORG (TBOT=-1ᵒC) HPC – M-org (TBOT=-1.5ᵒC) 

Figure 13 Impact of SDEP on simulated temperature envelopes for a selected year (top panel) and RSME for envelopes, 
ALT and DZAA over the simulation period for the Needleleaf Forest GRU at each study site  
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Figure 14 Impact of TBOT on average simulated ALT and DZAA for different GRUs at the three study sites over the 
1980-2016 period 
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JMR – ORG BWC – ORG HPC – M-org 

Figure 15 Impact of TBOT on simulated temperature envelopes for the Needleleaf Forest GRU for a selected year at each 
study site  
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Figure 16 Impact of the depth of organic soil layers on average simulated ALT and DZAA for different 
GRUs at the three study sites for the  1980-2016 period 
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JMR – ORG (TBOT=+0.8ᵒC) BWC – ORG (TBOT=-1ᵒC) HPC – M-org (TBOT=-1.5ᵒC) 

   

   
Figure 17 Impact of the depth of organic soil layers on simulated temperature envelopes for the Needleleaf Forest GRU for 

a selected year at each study site 
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Tables 

Table 1 Permafrost sites and important measurements for the study sites 

Site Name Site ID Type Cables 
(Depth in m) 

Data* Vegetation Permafrost 
Condition 

JMR (Fort Simpson) 

Jean-Marie Creek 
JMC-01 Thermal T1 (5) 2008-2016 Shrub Fen No 

JMC-02 Thermal T1 (5) 2008-2016 
Needle Leaf 
Forest 

No 

Pump Station 3 
85-9 
(NWZ9) 

Thermal 
T1 (5), T2 (5), T3 
(20), T4 (20) 

1986-1995, 
2012-2016 

Needle Leaf 
Forest/Shrubs/
Moss 

No 

Jean Marie Creek A 85-12A Thermal 
T1 (5), T2 (5), T3 
(16.4), T4 (12) 

1986-1995 No 

Jean Marie Creek B 
85-12B 
(NWZ12) 

Thermal 
T1 (5), T2 (5), T3 
(17.2), T4 (9.7) 

1986-2000 Yes 

Mackenzie Hwy S 
85-10A Thermal 

T1 (5), T2 (5), T3 
(20), T4 (20) 

1986-1995 N/A No 

85-10B Thermal 
T1 (5), T2 (5), T3 
(10.5), T4 (10.5) 

1986-1995 N/A No 

Moraine South 85-11 Thermal 
T1 (5), T2 (5), T3 
(12), T4 (12) 

1986-1995, 
2014-2016 N/A No 

BWC (Norman Wells) 

NW Fen 
99-TT-05 Thaw Tube  2009 Needle Leaf 

Forest/Moss 
Yes 

99-TC-05 Thermal Near Surface 2004-2008  

Normal Wells 
Town 

Arena Thermal T1 (16) 2014-2015 Disturbed area 
adjacent to 
parking lot 

Yes 

WTP Thermal T1 (30) 2014-2017 Yes 

KP 2 - Off R.O.W. 94-TT-05 Thaw Tube  1995-2007 
Needle Leaf 
Forest/Shrubs/
Moss 

Yes 

Norman Wells 
(Pump Stn 1) 

84-1 Thermal 
T1 (5.1), T2 (5), 
T3 (10.4), T4 
(13.6), T5 (19.6) 

1985-2000 
1985-2016 

Yes 

van Everdingen 30m Thermal T1 (30) 2014-2017 
Needle Leaf 
/Mixed Forest 

Yes 

Kee Scrap 
Kee 
Scrap-HT 

Thermal T1 (128) 2015-2017 Mixed Forest No 

HPC (Inuvik) 

Havikpak Creek 01-TT-02 Thaw Tube  1993-2017 Needle Leaf 
Forest 

Yes 

Inuvik Airport 01-TT-03 Thaw Tube  2008-2017  Yes 
Inuvik Airport 90-TT-16 Thaw Tube  2008  Yes 
Upper Air 01-TT-02 Thaw Tube  2008-2017 N/A Yes 
Inuvik Airport 
(Trees) 

01-TC-02 Thermal T1 (10) 2008-2017 
Needle Leaf 
Forest 

Yes 

Inuvik Airport 
(Bog) 

01-TC-03 Thermal T1 (8.35)  
Wetland 

Yes 
12-TC-01 Thermal T1 (6.5) 2013-2017 Yes 
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Table 2 Soil profile layering schemes 

 First Scheme (SC1) Second Scheme (SC2) 
Layer Thickness Bottom Center Thickness Bottom Center 
1 0.10 0.10 0.05 0.10 0.10 0.05 
2 0.10 0.20 0.15 0.10 0.20 0.15 
3 0.10 0.30 0.25 0.11 0.31 0.26 
4 0.10 0.40 0.35 0.13 0.44 0.38 
5 0.10 0.50 0.45 0.16 0.60 0.52 
6 0.10 0.60 0.55 0.21 0.81 0.71 
7 0.10 0.70 0.65 0.28 1.09 0.95 
8 0.10 0.80 0.75 0.37 1.46 1.28 
9 0.10 0.90 0.85 0.48 1.94 1.70 
10 0.10 1.00 0.95 0.63 2.57 2.26 
11 0.20 1.20 1.10 0.80 3.37 2.97 
12 0.20 1.40 1.30 0.99 4.36 3.87 
13 0.20 1.60 1.50 1.22 5.58 4.97 
14 0.20 1.80 1.70 1.48 7.06 6.32 
15 0.20 2.00 1.90 1.78 8.84 7.95 
16 1.00 3.00 2.50 2.11 10.95 9.90 
17 2.00 5.00 4.00 2.48 13.43 12.19 
18 3.00 8.00 6.50 2.88 16.31 14.87 
19 4.00 12.00 10.00 3.33 19.64 17.98 
20 6.00 18.00 15.00 3.81 23.45 21.55 
21 8.00 26.00 22.00 4.34 27.79 25.62 
22 10.00 36.00 31.00 4.90 32.69 30.24 
23 14.00 50.00 43.00 5.51 38.20 35.45 
24    6.17 44.37 41.29 
25    6.87 51.24 47.81 

 

Table 3 The number of layers of each organic sub-type for fully organic soil configurations (ORG) and 
organic content for mineral configurations (M-org) 

# Organic 
layers 

Organic Sub-Type (ORG) Organic Content % (M-org) 
1 (Fibric) 2 (Hemic) 3 (Sapric) JMR BWC HPC 

3 1 1 1   3@18, 0  
4 1 1 2  2@35, 30, 25, 0  4@18, 0  
5 1 2 2   4@18, 0  
6 2 2 2   4@18, 0  
8* 2 3 3 2@60, 2@50, 

2@40, 30  
  

10* 3 3 4    
11* 3 4 4    

*Only used for JMR, x@y means x layers with the specificed %, and x  means the value is for 

the remainder of the layers below 
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Table 4 Comparison of temperature and precipitation of the selected spinning year to mean climate of 
the WFDEI Dataset 

Site 

Mean Annual Temperature (°C) Total Annual Precipitation (mm/yr) 
WFDEI 1979-2016 Oct 1979 –

Sep 1980 
WFDEI 1979-2016 Oct 1979 –

Sep 1980 Mean Std Dev Mean Std Dev 
JMR -2.65 1.06 -1.81 418.1 64.5 338.4 
BWC -5.65 1.01 -4.36 403.9 74.7 394.3 
HPC -8.73 1.17 -7.82 295.7 40.0 301.2 

 


