Authors response to Interactive comment on “Spatial and temporal variation in river corridor exchange across a 5th order mountain stream network” by Adam S. Ward et al.

Referees’ comments in bold type. Authors responses below each comment.

Matt Cohen (Referee #1)
mjc@ufl.edu

Adam and colleagues have developed a truly impressive data set from which they test a specific hypothesis about scaling of river corridor exchange. The topic is important, not least because it challenges some of the major pronouncements derived from steady-state models that assume network scaling rules. The technical treatment of the breakthrough curves is exemplary, spanning the full complement of modern approaches, and the writing is uniformly clear and compelling. In short, this is a paper that clearly merits publication. Below I document several areas where I found the paper in need of clarity, with one area in particular inviting at least some additional discussion if not some new analysis (#2 below). My recommendation of minor revision is predicated on the former (discussion), recognizing that some additional statistical treatment of the responses would more accurately considered major revisions. I’ve also created a list of minor comments, provided in no particular order (typos, questions, comments).

No response necessary as issues are detailed below.

1) Among the many technical strengths of this paper is the breadth of response metrics interpreting solute breakthrough curves. It is truly a smorgasbord of measures, consistent with the assembly of masters that comprise the author list. After a while, however, it ceased to be clear to me why so many metrics were necessary. The hypothesis is about predicting river corridor exchange with discharge, and while I would admit (and their results confirm) that we probably lack a singular measure of that exchange, the methods provided no specific rationale for the ones selected other than literature precedent, nor justify their independence from others selected. In figures 5 and 6, skewness finally emerged as the “response” and much of the paper would have been easier if the adequacy of this metric were proposed at the outset, justified theoretically, and supported empirically (e.g., as meaningfully covarying with other more complex response measures). Otherwise, despite an elegant hypothetico-deductive framework, the resulting effort feels a little like metric-fishing. I don’t recommend removing metrics, but rather suggest making their selection strategic (rather than exhaustive) and supportive of general inference (rather than analyzed in parallel). And where that rationale is forced, then consider removing.

Accepted. We have restructured the methods section to now include a discussion of why these multiple approaches were implemented. Perhaps of most utility to the community, we have added a new table (Table 2 in the revised manuscript) that details the relative strengths and weaknesses of each approach. This table also include a summary of the key
metrics that are interpreted from each approach. Finally, while the list of metrics presented here is large, we consider it far from exhaustive.

Importantly, we do not intend this manuscript to indicate that skewness is somehow the most important or otherwise “best” metric to describe river corridor exchange. We intended it as illustrative of patterns that were consistent across many metrics. We have modified Figures 5 and 6 to now include multiple response variables to decrease the emphasis on skewness. This change, combined with the modified section 2.2 and newly added Table 2 should clarify this for readers.

2) The setup for the research effort was exemplary. In the intro, the authors convey the existing conceptual model of river corridor exchange driven simultaneously by time and space-varying discharge, as well as stream and valley geomorphic variation. A naïve view might be that these aspects act independently, but since changing discharge alters the head gradients that enable river-porewater exchange, and also the lateral and longitudinal geometry of the stream channel, the intro text points clearly to the plausibility (even primacy) of interactions. For this reason, the insistence on pairwise regression is confusing. There’s a single passing acknowledgement (P20, L21) that a multivariate approach may be useful but no effort to explicitly consider contingency as a native feature of the question at hand. Framed as a question: is current theory consistent with interactions between geomorphology and discharge being important, or would such considerations be mostly a statistical contrivance? I believe it’s the former, and that there’s an opportunity with this data set to set the stage for future explorations of such interactions. If the authors agree, I think at least passing consideration of interaction terms is merited. If instead the authors feel conditional relationships are not implicitly supported by theory, say so explicitly. I’d note that the presentation of the Wondzell model in Fig. 6a implicitly suggests that the influences of watershed area and hyporheic potential are conditional (although in an additive sense); my contention is that there may indeed be informative interaction terms, and few data sets before this one are adequate to that challenge.

Accepted. Our focus here was testing Wondzell’s (2011) conceptual model, not conducting a robust multivariate assessment nor exploring interactions between geologic setting and hydrologic forcing as controls. While we do find merit in this, and we indeed believe this data set is one of the first that might support this effort, it is beyond the scope of our study. That said, we have revised the manuscript to clarify that we did fit simple multivariate relationships to each response metric considered (i.e., the planar surface shown in Fig. 5 of the original study). We now describe this in the methods section and show multiple fits in the revised figures, plus include a comparison of univariate and bivariate fits in a supplemental table.

3) One core reason articulated (intro and discussion) for reduced river corridor exchange at high flow is that augmented hydraulic gradients to the stream compress hyporheic flowpaths. This is true when the hydraulic response in the stream and hillslope are synchronized. It seems demonstrably untrue otherwise, such as when flow generation is uneven (in small catchments) or when rainfall is uneven (in large catchments).
Perhaps these are special cases, but the rivers where I’ve worked extensively exhibit significant “bank” storage during floods when storm-induced head changes are more rapid and pronounced in the stream than in the adjacent aquifer. The resulting hot moments of groundwater pumping into (and later out of) the hyporheic and bank sediments indicate that a simple monotonic association between instantaneous exchange and discharge is probably naïve. Only slightly less oversimplified might be to interrogate the river corridor exchange as a function of hydrograph position (or the time-rate of change of discharge) rather than discharge alone. I recommend the authors consider this. We did this for a setting where tidal variation created interesting hysteresis in hydraulic exchange (Hensley et al. 2015 WRR) and others (Audrey Sawyer among others) have seem similar dynamics. It’s reasonable to rebut this comment by saying that explicit consideration of hydrograph position (or dQ/dt) invites an entirely different paper, but the general critique of steady-state assumptions that underlies this work might be bolstered by avoiding the view of variable stream discharge as a sequence of steady-states. It is not.

Accepted. We have clarified that Wondzell (2011) focused on differences in steady-state discharge by modifying the introduction and discussion, which is our focus in this study. This was stated in the last paragraph of the introduction: “variation in discharge as a function of drainage area during a fixed baseflow condition”, but could have been made more clear throughout the manuscript. Edits in response to this comment are primarily in describing Wondzell’s (2011) discharge axis as “steady-state discharge” or “baseflow”. We also added the following text to the introduction to differentiate steady-state differences from unsteady (i.e., dQ/dt, or hydrograph position) studies: “Notably, most classical expectations are based on differing steady discharge conditions (e.g., high vs. low baseflow), though an emerging body of field studies (detailed above), modeling studies (e.g., Malzone et al., 2016; Schmadel et al., 2016b), and conceptual models (e.g., Fig. 8 in Ward et al., 2016) are beginning to actively address exchange during unsteady discharge conditions.”

Minor Comments:
- P1L43. Should be “is” not “are”. Or “exchange” should be “exchanges”

  Accepted. Modified as suggested.

- P2L4. The inclusion of the “and” between #2 and #3 underscores the interaction effects that may exist. –

  Accepted. Point taken, Dr. Cohn (no direct edit required in response to this comment)

What does it mean (P6L19) for streams to change on annual to subannual time scales? Doesn’t everything that changes at any time scale vary at all time scales? Do you mean that the streams change quickly? –

Accepted. We have removed the text “on annual to subannual timescales”
I don’t understand the rationale for stratifying by stream order (P7L5); more precisely, 
I don’t understand why it was advantageous to bias the sampling to headwater sites 
over higher order reaches. The point here is not to characterize the network (where 
we might expect most of the variation to occur in the low order streams), but rather to 
explore geomorphic vs. discharge controls on river corridor exchange. To that end, a 
more balanced portfolio of sites makes more sense. I’ll note that the resulting sample 
population (Fig. 3c) is pretty impressively distributed so this comment is more conceptual 
than operational. –

Acknowledged. Site selection stratification was an attempt to meet multiple objectives of  
the field campaign, which are described in a high level in the related ESSD manuscript. 
In short, the overarching objective of the campaign itself was, indeed, to characterize the 
network. Thus, the desire for added samples in lower order streams where you correctly 
note we would expect more variation. The network-scale patterns presented in this study 
take the data as opportunistic, as we did not execute a separate campaign solely for this 
publication. However, we do note this is precisely one of the use-cases that we hoped for 
with the ESSD data – a community resource with sufficient sampling that it could be 
used to support any number of questions. No modifications to the study were made in 
response to this comment.

It’s been a while since I took a groundwater class, but why is 
the porosity term in the subsurface flow equation (P8)? Darcy’s Law applies to the bulk 
cross section (here valley width times mean colluvium depth) and the Hvorslev $K$ is for porous media. –

Accepted. Nice catch! The porosity term here was a typo. We confirmed that in the data 
analysis the porosity was not used, and have corrected the equation accordingly.

I really appreciate the guidance on standardizing the reach length by 
wetted widths. I think this is an important standard operating procedure. –

Thanks!

P9 refers to a companion manuscript. What/where is that? –

Accepted. This refers to the paired submittal in Earth Systems Science Data. We have 
added the full citation to the “ESSD-D” paper in this location.

The equations on P10L7-8 appear to have a typo. Doesn’t the comparison for the 
conditional value have to be between CADE and COBS? I am confused how it could be 
CAD. –

Acknowledged. We have confirmed that this formulation is correct and consistent with 
Wlostowski et al. (2017) where the approach is first published.
I really like the fMTS metric. It would be informative to consider how this compares with H (which I like less because I’m too dense to really understand it) and skewness (which I like a lot as well). For what it’s worth, it was upon introduction of holdback (H) that the array of metrics started to seem excessive (or at least poorly defended). Some correlation among metrics (e.g., as a supplemental table) would be helpful. –

Accepted. We have added a supplement to the manuscript that includes both tabular and visual representations of Pearson correlation and Spearman Rank Correlation.

For the SAS analysis, I was impressed by the explanation and by the utility of the metrics. I’d only note that the discharge used (to compare against storage) is only surface stream discharge. The subsurface discharge (downvalley groundwater flow) is not included, and the relative importance of this flow depends strongly on network position. –

Accepted. We have revisited our analysis and confirmed that the denominator of the equation in question, Q (Page 14, Line 18) was used as the total down-valley discharge, not only the surface discharge. We have updated the denominator to now read “\(Q+Q_{\text{sub, cap}}\)” to clarify this point.

P20L5 should be “hold” –

Accepted. Modified as suggested.

The criterion of statistical significance is, of course, defensible, but I don’t find the associations compelling just because they meet the criterion of being non-zero. The authors aren’t trying to hide behind statistical significance, but seeing Table 2 made me wonder if the real story of these data (namely that we are really very poor at prediction of the thing we care most about) aren’t a little too softened by putting pluses and minuses in almost every box. –

Accepted. We wholeheartedly agree! Indeed, the reason we included r2 in the table was to demonstrate that while we may find trends that pass a statistical test making them likely to have one direction or the other, these offer very little predictive power. We discuss this in the paragraph that preceded Table 2 (page 20 lines 15+ in the original submittal). Our confidence bolstered by this comment, we have added the following text to the conclusions to underscore this point: “Importantly, we document consistent trends with discharge that have low explanatory power (low \(r^2\)) despite being statistically significant in their direction, indicating that we have little predictive power”

On the subject of Table 2, I wonder if the predicted sign might be included somehow. For example, I would have (admittedly naively) predicted that skewness is reduced with increasing Q, UAA, V, order, width, and stream power, but perhaps not sinuosity or K. –

Acknowledged. We agree with this idea, in concept, but do not believe that there exists a consistent expectation for each of these metrics. Ward and Packman (2018) document
that conflicting predictions exist for nearly any outcome of interest (exchange flux, timescale, hyporheic geometry) as a function of any geologic or hydrologic input.


QHEF on page 23 has the “HEF” subscripted. Elsewhere it’s just “QHEF”. –

Accepted. Modified to use the subscript throughout.

It’s a little incongruous to show the overarching concept (Fig. 5) using watershed area and hyporheic potential, but then only use discharge for the pairwise plots. They are (Fig. 3a) clearly correlated, but not perfectly so. –

Accepted. We have added a supplement showing the Pearson and Spearman’s Rank correlations between all pairs of site descriptors and metrics, including both tabular data and a visualization. We have also included versions of Fig. 3 and Fig. 4 that include HYPPOT and UAA on the X-axis as these are the variables used by Wondzell (2011).

Among the most important points is P31L10-12. We are mostly measuring in-stream storage with these short-term pulse tests. Unless we suppose that these high turnover storages are where most of the reactivity occurs (and I don’t believe they are), efforts to link pulse-based breakthrough curves in a reach to network scale retention seems doomed to failure. The inclusion of metrics of storage proportion labelled by tracer is really informative.

Thanks!

Anonymous Referee #2
Received and published: 18 June 2019
The work presented by Ward et al. represents an incredible amount of analysis based on an extensive dataset presented in a companion article. I was very excited to read and review this paper and hope that my comments will help improve it. The companion piece lays out data from synoptic and baseflow sampling of fluid fluxes through a variety of low order streams and this paper describes the analyses the team took to understand how exchange varies in relation to streamflow in space and time. With these analyses they seek to in/validate the model set forth by Wondzell (2011) and show that exchange decreases with increasing discharge through space, but that exchange varies in response with time in fixed stream reaches. Ward suggests a number of best practices for future large-scale sampling excursions to improve on these findings and reach a more parsimonious conclusion—first, control for advective time; second, control for storage volume. Finally, they note that a multivariate approach is likely necessary to improve the systematic understanding of exchange in response to spatiotemporal variations in stream discharge. This is an important contribution to the discipline, and I will be delighted to see it in print after some revisions.
No responses necessary to the comment above, as issues are addressed in more detail below.

The introductory section argues convincingly that many parameters affect the exchange in streams – channel width, $K$, hydraulic gradient, etc. The authors spend a lot of time walking us through the measurement and calculation of many of these values, and some discussion of what those values mean and why they do or do not correlate with exchange. While this discussion is useful, I had trouble following all of the methods, results, and discussion. I think discussion of these parameters could be streamlined somewhat. For instance, I’m not sure that all of the panels of tables 3 and 4 belong in the body of this paper– several are not discussed and could be moved to the supplement. Additionally I spent a lot of time searching through the text to remind myself how each variable was defined. I think extra care could be taken when terms are defined, but I think most readers would find a list or table of variable definitions to be especially helpful.

Accepted. We have added a table to the manuscript that summarizes the various approaches and key metrics (Table 2 in the revised study). However, we have elected to keep the metrics all in the study for sake of completeness, and because we do not believe any of them to be redundant.

In the results and discussion sections there is a brief mention that a multivariate approach is likely necessary to understand these relationships more thoroughly, but no analyses to investigate and present any such multivariate relationships. The authors return to this topic in the conclusion and argue that future studies must focus on these higher-level statistics. I would suggest the authors pursue this topic further within or at least explicitly discuss why they did not pursue this approach further.

See response to major comment #2 for the first referee.

Ultimately, the authors reach the conclusion that skewness is the most predictive statistic. I think it is important to expand and further justify this conclusion– especially to explore a rationale for why skewness is a good indicator. I think it is also important to better support their claim with regards to skewness.

Acknowledged. We disagree with the reviewers statement “Ultimately, the authors reach the conclusion that skewness is the most predictive statistic.” We selected skewness as a representative and easily understood variable to demonstrate our point in Figs. 5-6, but do not consider it to be a singular “Best” variable. We have taken care to clarify this by adding other metrics to Fig. 5 and Fig. 6 and emphasized this in a brief discussion of how metrics were selected (first paragraph in section 2.2 in the revised manuscript).

In particular, I had trouble understanding figures 5 and 6. Figure 5 was of low image quality, so an enhanced resolution image might have helped, but I had trouble seeing where the points were plotted in 3d space, and thus could not follow their argument. I found figure 6 unconvincing. The argument rests on best fit lines that don’t seem supported by
the underlying data. I would suggest replacing the figure, removing the lines, or at least presenting some statistical treatment of why they believe the best fit lines are justified.

Accepted. Figure 5 in the original version (Fig. 6 in the revised) has been revised to improve the visualization and interpretability of the data. Figure 6 in the original study has been moved to Fig. 5 in the revised form. The figure now depicts t99, holdback, and skewness as a function of advective time. The revised figure is described in the results (newly added section 3.3). We retain the linear trend-lines as a useful interpretive tool, but provide a quantitative comparison of the ranges of parameter values between the different approaches.

A last concern is the number of authors. I am not used to seeing such a large author list on a data analysis paper. I think it is important to justify and define the contribution of each author toward the different tenets of authorship in a systematic manner. I think it is important that the authors make an earnest attempt to do so. One approach would be the approach suggested by Clement (2014).

Acknowledged. We respectfully note that author contributions were described, albeit briefly, in the acknowledgements section of the manuscript. The lead author hereby confirms that each co-author contributed at a level consistent with Clement’s (2014) recommendations. This is perhaps best understood by the scope of the field campaign that was required to characterize these sites, the many approaches taken to interpret the data, a collaborative writing process where all co-authors were active participants, and a team that has been working together for several years on a series of collaborative projects.

Minor/general comments follow and are ordered chronologically.

General: The paper would benefit greatly from a table/list of all variables at the start/end/supplement. I spent a lot of time flipping through the paper trying to remember what the variables and subscripts represented.

Accepted. The newly added Table 2 include a summary of the key response variables that are used in this study.

2:5: The “more than 60 solute tracer studies” were conducted in a companion paper, not this article, it is probably worth clarifying here and elsewhere. Careful throughout that data from the companion paper are not presented as results of this paper.

Accepted. We have modified this sentence to now read: “To test this conceptual model we conducted more than 60 solute tracer studies including a synoptic campaign in the 5th order river network of the H.J. Andrews Experimental Forest (Oregon, USA) and replicate-in-time experiments in four watersheds.”. We have elected not to include a reference to the ESSD companion paper in the abstract, but make clear reference to this data set later in the study.

3: 13-14: is it expected that exchange volume will decrease or the ratio of Qex/Q?
3: 25: is it expected that exchange volume will decrease or the ratio of $Q_{ex}/Q$? Please clarify here and several other places.

Acknowledged. There is not a predominant expectation of this relationship. One could argue that if $Q_{HEF}$ is constant (for example, due to some geologic feature that controls exchange flux and does not change with discharge), then increasing discharge would decrease $Q_{HEF}/Q$. However, other mechanisms (e.g., diffusion of turbulent momentum across the streambed) may vary with discharge, changing both $Q_{HEF}$ and $Q$ simultaneously.

6: Table 1: I suggest you change the order of table items to match order they’re presented in the text.

Accepted. Table order has been modified as suggested.

7: 15-25: The presented replicate falling head tests were all conducted at one location in the stream channel. Were tests conducted to understand the spatial variability of $K$ within the channel and floodplain sediments? $K$ varies widely over relatively short scales, is there any way to bracket the errors associated with this?

7: 25: $K$ is typically log-normal, should this be the log-geometric mean?

Acknowledged. The tests to estimate $K$ were conducted at a single location at each study site. The value reported is the geometric mean, taken from the published data set detailed in the ESSD manuscript.

8: 4-7: If $Q_{sub,cap}$ is volumetric and based on Darcy, I don’t understand why porosity is included in the calculation of the “capacity of the subsurface to convey water down to the valley bottom” as porosity should impact velocity only, and not impact volumetric flux. If porosity is estimated as 30% for all sites, this shouldn’t impact findings, but clarification would be helpful.

Accepted. Porosity was included in the equation as a typo. We confirmed it was not used in the calculations, and this reviewer is correct that it should not have been there. The equation and text have been updated accordingly.

8:6-7: You say, “$h_{valley}$ is the valley colluvium depth (m; estimated as 50% of the wetted channel width)”. To clarify, depth of colluvium is never independently determined, it’s only estimated as 1/2 wetted channel width? If so, wetted at what stage (e.g. high discharge, mean discharge)? Please provide some references to support this as a valid approach.

Accepted. We have added several references here that have estimated depth of colluvium for several sites in the study basin. We have added the following text: “This estimate is consistent with depths used in past studies (Gooseff et al., 2006; Ward et al., 2012; Crook
et al., 2008; Ward et al., 2018a; 2018c; Schmadel et al., 2017) and geophysical transects in the 4th and 5th order reaches of Lookout Creek (Wondzell, unpublished data).”

8:9: Suggest changing “nor” to “or”

Accepted. Modified as suggested.

8:20-29: Please define more thoroughly the term “mixing length.” Is this the length required for advective mixing to result in a homogeneous surface water concentration of a released solute? How was this determined in cases without any tracer.

We have added the following text to clearly define the term “mixing length” at its first use in the manuscript: “(i.e., the distance required for the solute tracer to be well-mixed across the channel cross-section)”. We have also added the following text to describe how mixing length was estimated in the field: “Mixing lengths were based on visual estimates in the field as empirical estimates are unreliable in mountain streams (Day et al., 1977). Moreover, field experience in a study system is recognized to be potentially more useful than theoretical estimates of mixing length (Kilburtick and Cobb, 1985). Thus, we used visual estimates that are consistent with our past studies using these techniques and tracers in H.J. Andrews Experimental Forest (Ward et al., 2012; 2013a; 2013b; 2019; Voltz et al., 2013) and practices used in other mountain stream networks (e.g., Payn et al., 2009; Covino et al., 2010).”

9:1-2: The term “conflicting research” is unclear. Do you mean that you could not complete the test because other experiments meant that you could not do your own experiment, or that the findings of other experiments convinced you that your results were invalid, or something else?

Accepted. The sentence has been modified to more clearly explain, now reading “The differing number of replicates reflects either sensor failure or omission of a replicate due to conflicting research occurring at the same sites by other researchers (i.e., our replication would have negatively impacted their independent research campaigns, so we did not proceed with our injections).”

10:4: Please clarify how MREC was determined. Is “mass recovered” the total mass recovered during the entire tracer test, the tracer test up to time t, or the mass recovered during the current time step? Also, how was a tracer test duration determined? A “Twas it continued until 99% recovery or something similar?

Accepted. MREC was previously defined in section 2.5. We have moved that definition up into section 2.2 where it is first used.

10:8-9: I’m confused about this equation. CAD (left hand side) is based on CAD (right hand side), which suggests CAD is known a priori? Should the RHS be CADE?
Accepted. The right-hand side “CAD” should have been “CADE”, which has now been corrected.

10:10: “associated with” is confusing. Do you mean something more like the “total solute mass” moved downstream by advection and dispersion?

10:20: same comment as above about “Associated with” Pp 10 and

Acknowledged. We have elected to retain this language as it is consistent with the original publication of these techniques (Wlostowski et al., 2017).

10:11: ‘t’ appears in some equation but not others that I expect to see it in. For instance, in all terms of “CTS=Cobs-CAD” I would expect the concentration to be a function of time.

Accepted. Several equations were missing “(t)” in this section, all of which have been updated.

11:3: Why 99% Is there some particular justification? Were you calculating this in the field to determine the length of time that tracer tests should be run?

Accepted. This truncation is performed post-hoc to minimize the disproportionally high impact of late-time noise on summary metrics calculated for short term storage, and is consistent with many past studies of solute tracer transport. We have added the following text to clarify this: “…consistent with common practices (e.g., Mason et al., 2012; Ward et al., 2013a; 2013b; Schmadel et al., 2016) and a community tool for interpretation of solute tracers (Ward et al., 2017a).”

13:7: What is tau?

Accepted. We have added the following text to define tau: “where τ is a random variable representing the age of a parcel of water (Harman, 2015)”.

13:15: What is “P”? Should this be “PQ”? I never see “P” defined. This is one of many cases where a symbology sheet would help immensely.

13:30: Again, what is “P”?

Accepted. In both cases, “P” has been replaced with “PQ”.

16:10: You never define the subscript “ds” in Cobs,ds so far as I can tell, thought you do define QDS. Please make sure all symbology is explicitly defined to remove confusion. Also, should this be “Cobs,DS” with the DS capitalized to match other usage?

Accepted. We have dropped the “ds” convention as Cobs is always used in reference to the downstream solute tracer timeseries. We have clearly defined Cobs where it is first
used in the study: “where \(C_{\text{obs,DS}}\) (g m\(^{-3}\)) is the observed solute tracer concentration at the downstream location in response to the upstream solute tracer injection”.

Pp 17: No reference to figure 3H, 3G is out of order.

Accepted. WE have added the reference to Fig. 3H in the paragraph. We have elected not to re-write the paragraph to address the order in which subplots are discussed.

Fig 3. This symbology is difficult to interpret. I cannot distinguish symbology for the 4 streams from one another because the blues and greens are too similar, especially with the poor-resolution image of the submitted pdf. I suggest making all points translucent and making the colors of the non-synoptic samples more dissimilar. Also, I would recommend adding a curly bracket around the non-synoptic samples in the legend and labeling them as the stream-reach samples. The caption begins “for synoptic data” – please clarify caption to make it clear that the figures also include the non-synoptic data. Also clarify whether the line of “best fit” is for all data in panel or only for the synoptic data. Figure 4: Same comments as in figure 3.

Acknowledged. We have used both shape and color to distinguish the sites, and have elected to retain this redundant differentiation to help readers. The colors are selected from the “Parula” colormap in Matlab, which is designed to retain contrast in greyscale and color prints and be accessible for color-impaired vision. We have clarified the symbology by adding the following text to the figure caption: “Data from unnamed creek (triangles, Cold creek (squares), WS03 (diamonds), and WS01 (stars) show the repeated injections through baseflow recession each headwater catchment.”

20:4: “Hod” ) “Hold”

Accepted. Modified as suggested.

20:13: you say “most previous studies” but only cite one study. Please add more citations or remove statement.

Accepted. The one study cited is a notable exception to the “most” that we were referring to. We have modified the sentence to read: “Thus, while our selection of study reach lengths was imperfect to achieve identical advective timescales, we contend that we have adequately controlled for advective time.”

20:22: You spent a lot of time showing and describing univariate values, but then say a multivariate approach is necessary to make sense of this data. Did you consider including some multivariate stats to explore these relationships?

Accepted. See response to Reviewer #1’s “major comment 2”
22:27: “Sens slope was larger for the fixed reaches: : :” I don’t recall if this is explicitly discussed later.

Acknowledged. This point is discussed again in the conclusions of the study.

23:10-13: Is the decreased QHEF a volumetric decrease or a relative decrease as a fraction of stream discharge?

Acknowledged. The text in question reads “We did find an increasing fraction of total discharge sampled in higher discharge locations (Fig. 4C), but the overall trend indicates that $Q_{HEF}$ does not grow as rapidly as $Q$, moving downstream along the network.”. We believe this text is sufficiently clear in its current form as an interpretation of changes in QHEF, not to the quantity QHEF/Q.

Fig 5: What are the vertical columns? The colored lines? The right-hand panel is very difficult to interpret. The left-hand panel benefits from the lines that extend to $z=0$, to show the footprint of each point, whereas I cannot tell where points in the righthand panel exist in XY space. Is there a better way to present this data? Same comment about the color scheme as in figure 3 and 4 I cannot differentiate between the points.

Accepted. We have revised the figure to highlight only the synoptic data, added “stems” to orient the data in the bottom X-Y plane of the figure, and included colored best-fit planar surfaces to aid in visualization.

28:21-2: Was this multi-sensor approach described in the methods of this paper? I did not see any previous mention.

Accepted. We have moved the appropriate portions of the text from the locations referenced here to the methods (newly added section 2.1.4) and results (newly added section 3.3).

28:25: Where were these data/results presented/discussed? I did not see previous mention in this paper. Fig 6: I do not trust the lines on these plots I believe they are misleading and suggest they be removed.

See response to the third major comment from this reviewer.

31:10: Suggest removing “likely”

Accepted. Modified as suggested.