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Abstract. In many simulations of historical daily streamflow distributional bias arising from the distributional properties of

residuals, however small, has been noted. This bias often presents itself as an underestimation of high streamflow and an over-

estimation of low streamflow. Here, 1168 streamgages across the conterminous United States having at least 14 complete water

years of daily data between October 01, 1980, and September 30, 2013, are used to explore a method for rescaling simulated

streamflow to correct the distributional bias. Based on an existing approach that separates the simulated streamflow into com-5

ponents of timing and magnitude, the timing component is converted into simulated nonexceedance probabilities and rescaled

to new volumes using an independently estimated flow-duration curve (FDC). In this study, this method is applied to a pooled

ordinary kriging simulation of daily streamflow coupled with FDCs estimated by regional regression on basin characteristics.

The improvement in the representation of high and low streamflows is correlated with the accuracy and unbiasedness of the

estimated FDC. The method is verified by using an idealized case, though, with the introduction of regionally regressed FDCs10

developed for this study, the method is only useful overall for the upper tails, which are more accurately and unbiasedly esti-

mated than the lower tails. It remains for future work to determine how accurate the estimated FDCs need to be to be useful

for bias correction without unduly reducing accuracy. In addition to its potential efficacy for distributional bias correction, this

methodology also represents a generalization of nonlinear spatial interpolation of daily streamflow using FDCs. Rather than

relying on single index stations as is commonly done to reflect streamflow timing, this approach leverages geostatistical tools15

to allow a region of neighbors to reflect streamflow timing.

1 Introduction

Simulation of historical daily streamflow at ungauged locations is one of the grand challenges of the hydrological sciences

(Sivapalan, 2003; Sivapalan et al., 2003; Hrachowitz et al., 2013; Parajka et al., 2013). Over the past 15 years research into

simulation of historical streamflow has increased. In addition to ongoing international efforts, the U.S. Geological Survey has20

embarked upon a National Water Census of the United States (Alley et al., 2013) seeking to quantify hydrology across the
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country to improve water use and security. However, regardless of the method used for the simulation, uncertainty will always

remain and may result in some distributional bias (Farmer and Vogel, 2016).

As defined here, distributional bias in simulated streamflow is a failure to reproduce the tails of streamflow distribution.

As attested to by many researchers focused on the reproduction of historical streamflow, this bias commonly appears as a

general overestimation of low streamflow and underestimation of high streamflow (Skøien and Blöschl, 2007; Rasmussen5

et al., 2008; Farmer et al., 2014, 2015; Farmer, 2016; Farmer and Vogel, 2016; Archfield et al., 2010, 2013). The result is an

effective squeezing of the streamflow distribution. This distributional compaction is often most notable in the downward bias

of extreme high-flow events (as in, e.g., Lichty and Liscum, 1978; Thomas, 1982; Sherwood, 1994). This bias is particularly

concerning, as examinations of extreme high-flow events are a common and influential use of historical simulation and long-

term forecast. Consider, for example, the motivation for work by Archfield et al. (2013). As simulated streamflows were being10

routed through a reservoir operations model for flood mitigation, large bias in high streamflows would have severely affected

resulting decisions.

Because of the importance of accurately representing extreme events, it is necessary to consider how the distributional bias

of streamflow simulations can be reduced. The approach presented here uses an independently estimated flow-duration curve

(FDC) to rescale estimates from a simulation of historical daily streamflow. The nature of this approach is predicated on an15

assumption that although a historical simulation may produce a distribution of streamflow with biased tails, the sequence of

relative rankings or nonexceedance probabilities of the simulated streamflow retains valuable information. With this assump-

tion, it can be hypothesized that distributional bias can be reduced, while not negatively impacting the overall performance, by

applying a sufficiently accurate independently estimated representation of the FDC to rescale the streamflow simulations by

interpolating the nonexceedance probabilities of the simulated streamflow along the FDC.20

This approach can be perceived as a generalization of the nonlinear spatial interpolation of daily streamflow using FDCs as

conceived by Fennessey (1994) and Hughes and Smakhtin (1996) and widely used thereafter (Smakhtin, 1999; Mohamoud,

2008; Archfield et al., 2010; Shu and Ouarda, 2012). As traditionally applied, nonlinear spatial interpolation proceeds by sim-

ulating nonexceedance probabilities at a target location using a single neighboring streamgage (though Hughes and Smakhtin

(1996) recommend and Shu and Ouarda (2012) test the use of multiple streamgages) and then interpolating those nonex-25

ceedance probabilities along a FDC. The approach tested here seeks to bias-correct a simulated daily hydrograph, and, when

viewed in another way, presents a novel form of nonlinear spatial interpolation.

Furthermore, though necessarily explored in this study through the use of a single technique for hydrograph simulation, this

approach may be a means to effectively bias-correct any simulation of streamflow, including those from rainfall-runoff models,

as presented by Pugliese et al. (2017). Pugliese et al. (2017) used a geostatistical tool to produce site-specific FDCs and then30

used this information to post-process simulated hydrographs from a deterministic model. Though the underlying methods of

producing the FDC and simulated hydrograph are different, the approach proposed by Pugliese et al. (2017) is the same as that

explored here.

Additional research to explore if estimating nonexceedance probabilities directly, as opposed to the conversion of simulated

streamflow to nonexceedance probabilities used here, might further improve nonlinear spatial interpolation using FDCs or35
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simulation more generally. Although the results presented here are promising, they demonstrate that the performance of two-

stage modeling, where timing and magnitude are largely decoupled, is limited by the less well performing stage of modeling.

2 Material and Methods

2.1 Observed and Simulated Streamflow

The proposed approach was explored using daily mean streamflow data from the reference-quality streamgages included in5

the GAGES-II database (Falcone, 2011) within the conterminous United States for the period from October 01, 1980, through

September 30, 2013. To allow for the interpolation, rather than extrapolation, of all quantiles considered later, streamgages

were screened to ensure that at least fourteen (14) complete water years were available for each record considered; 1168 such

streamgages were available. The selected and not-selected reference streamgages are indicated in Figure 1. The streamflow

data were obtained directly from the website of National Water Information System (NWISWeb, http://waterdata.usgs.gov,10

accessed 20 Sept. 2017). For each streamgage, associated basin characteristics were obtained from the GAGES-II database

(Falcone, 2011).

To control for streamflow distributions that vary over orders of magnitude, the simulation and analysis of streamflow at these

streamgages is best explored through the applications of logarithms. To avoid the complication of taking the logarithm of a

zero, a small value was added to each streamflow observation. The U.S. Geological Survey rounds all mean daily streamflow to15

two decimal places in units of cubic feet per second (cfs). As a result, any value below 0.005 cfs is rounded to and reported as

0.00 cfs. Because of this fact, the small additive value applied here was 0.0049 cfs. While there may be some confounding effect

produced by the use of an additive adjustment, as long as this value is not subtracted on back transformation, the following

assessment of bias and bias correction will remain robust. That is, rather than evaluating bias in streamflow, technically this

analysis is evaluating the bias in streamflow plus a correction factor. The conclusions remain valid as the assessment still20

evaluates the ability of a particular method to remove the bias in the simulation of a particular quantity.

Though the potential for distributional bias applies to any hydrologic simulation (Farmer and Vogel, 2016), for this study,

initial predictions of daily streamflow values for each streamgage were obtained by applying the pooled ordinary kriging

approach (Farmer, 2016) to each 2-digit Hydrologic Unit (figure 1) through a leave-one-out cross-validation procedure on the

streamgages within the 2-digit Hydrologic Unit. This approach considers all pairs of common-logarithmically transformed unit25

streamflow (discharge per unit area) at each day and builds a single, time-invariant semivariogram model of cross-correlation

that is then used to estimate ungauged streamflow as a weighted summation of all contemporary observations. A spherical

semivariogram was used as the underlying model form. Additional information on the time series simulation procedure is

provided by Farmer (2016). Note that the choice of pooled ordinary kriging is only made as an example of a streamflow

simulation method; it is not implied that the bias observed or methods applied are relevant only to this approach to simulation.30

3

Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-30
Manuscript under review for journal Hydrol. Earth Syst. Sci.
Discussion started: 19 March 2018
c© Author(s) 2018. CC BY 4.0 License.



2.2 Estimation of Flow Duration Curves

Daily FDCs were developed independently of the streamflow simulation procedure by following a regionalization procedure

similar to that of Farmer et al. (2014). Observed FDCs were obtained by determining the percentiles of the streamflow distri-

bution across complete water years between 1981 and 2013 using the Weibull plotting position (Weibull, 1939). Twenty-seven

percentiles were considered, having exceedance probabilities of: 0.02%, 0.05%, 0.1%, 0.2%, 0.5%, 1%, 2%, 5%, 10%, 20%,5

25%, 30%, 40%, 50%, 60%, 70%, 75%, 80%, 90%, 95%, 98%, 99%, 99.5%, 99.8%, 99.9%, 99.95%, and 99.98%. The selec-

tion of streamgages with at least 14 complete water years ensures that all percentiles can be calculated from the observed data.

These same percentiles were then estimated using a leave-one-out cross-validation of regional regression.

A regional regression across the streamgages in each 2-digit Hydrologic Unit of each of the 27 FDC percentiles was de-

veloped using best-subsets regression. For each regression, the drainage area was required as an explanatory variable. At a10

minimum, one additional explanatory variable was used. The maximum number of explanatory variables was limited to the

smaller of either six explanatory variables or 5% of the number of streamgages in the region, rounded up to the next larger

whole number. (The maximum of six arises from what is computationally feasible for the best subsets regression function used,

whereas the maximum of 5% of streamgages was determined from a limited exploration of the optimal number of explanatory

variables as a function of the number of streamgages in a region.) In order to allow different explanatory variables to be used to15

explain percentiles at different streamflow regimes, the percentiles were grouped into a maximum of three contiguous stream-

flow regimes based on the behavior of the unit FDCs in the region. The percentiles in each regime were estimated by the same

explanatory variables, allowing only the fitted coefficients to change. The final regression form for each regime was selected by

optimizing the average adjusted coefficient of determination, based on censored Gaussian (Tobit) (Tobin, 1958) regression to

allow for values censored below 0.005 cfs, across all percentiles in the regime. (The addition of a small value was used to avoid20

the presence of zeros and enable a logarithmic transformation, but this does not avoid the problem of censoring. Censoring

below the small value added must still be accounted for so that smaller numbers do not unduly affect the regression.) This

approach to percentile grouping was found to provide reasonable estimates while minimizing the risk of non-monotonic or

otherwise concerning behavior. Further details on this methodology can be explored in the associated data and model archive:

Farmer et al. (2018).25

2.3 Bias Correction

To implement bias correction, the initial predictions of the daily streamflow values by the ordinary kriging approach were

converted to streamflow nonexceedance probabilities using the Weibull plotting position (Weibull, 1939). The nonexceedance

probabilities were then converted to standard normal quantiles and linearly interpolated along two types of independently

estimated FDCs: the regionally regressed FDCs and the observed FDCs determined by applying the Weibull plotting position.30

For the linear interpolation, the independently estimated FDC was represented as the standard normal quantiles of the associated

nonexceedance probabilities versus the common logarithmic transformation of the streamflow percentiles. In the case where

the standard normal quantile being estimated from the simulated hydrograph was beyond the extremes of the FDC, the two
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nearest percentiles were used for linear extrapolation. In this way, the ordinary kriging simulations were bias-corrected, based

on the assumption that the simulated volumes are less accurate than the relative ranks of the simulated values, by correcting the

simulated volumes to an independently estimated FDC. By changing the magnitudes of the simulated streamflow distribution,

this approach rescales the distribution of the simulated streamflow.

2.4 Evaluation5

The hypothesis of this work, that distributional bias in the simulated streamflow can be corrected by applying independently

estimated FDCs, was evaluated by considering the performance of these bias-corrected simulations at both tails of the distri-

bution. The differences in the common logarithms of both high and low streamflow were used to understand and quantify the

bias (simulation minus observed) and correction thereof. This difference can be approximated as a percent by computing ten to

the power of the difference and subtracting one from this quantity. The root-mean-squared error of the common logarithms of10

streamflow and the differences therein were used to quantify accuracy. Improvements in accuracy may or may not occur when

bias is reduced. The significance of both these quantities, and the effects of bias correction on these quantities, was assessed

using a Wilcoxon signed rank test. For assessments of bias, the null hypothesis was that the bias was equivalent to zero. For

assessments of the difference in bias or accuracy with respect to the baseline result, the null hypothesis was that this difference

was zero.15

Distributional bias, and improvement of that bias, was considered in both the high and low tails of the streamflow distribution.

Two methods were used to capture the bias in each tail. One method, referred to herein as an assessment of the observation-

dependent tails, considers the observed nonexceedance probabilities to identify the days on which the highest and lowest 5% of

streamflow occurred. For each respective tail, the errors were assessed based on the observations and simulations of those fixed

days. The other method, referred to herein as an assessment of the observation-independent tails, ignores the nonexceedance20

probabilities of the observations and compares the ranked top and bottom 5% of observations with the independently ranked top

and bottom 5% of simulated streamflow. Errors in the observation-dependent tails are an amalgamation of errors in the sequence

of nonexceedance probabilities (timing) and in the magnitude of streamflow, whereas errors in the observation-independent tails

reflect only bias in the ranked magnitudes of streamflow. In the same fashion, evaluation of the complete hydrograph can be

assessed sequentially, retaining the contemporary sequencing of observations and simulations, or distributionally, considering25

the observations and simulations ranked independently. Of course, though the overall accuracy will vary between the sequential

and distributional case, overall bias will be identical in both cases.

With an analysis of both observation-dependent and observation-independent tails, it is possible to begin to tease out the

effect of timing on distributional bias. The bias in observation-independent tails is not directly tied to the timing, or relative

ranking, of simulated streamflow. That is, if the independently estimated FDC is accurate, then even if relative sequencing30

of streamflow is badly flawed, the bias-correction of observation-independent tails will be successful. However, even if the

distribution is accurately reproduced after bias correction, the day-to-day performance may still be poor. For observation-

dependent tails, the timing plays a vital role on the effect of bias correction. If the timing is inaccurate in the underlying

hydrologic simulation, then the bias correction of observation-dependent tails will be less successful.
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3 Results

Figures 2 and 3 show the overall bias and accuracy of the reproduced hydrographs; these figures are quantified in Tables 1 and

2. Figure 4 and Table 1 summarize the tail bias in all approaches to streamflow simulation considered here. Similarly, Figure

5 and Table 2 summarize the tail accuracy of all approaches. These results are discussed in detail below, beginning with a

discussion of the bias and accuracy in the original kriged simulations. This is followed by a consideration of the effectiveness5

of bias-correction with observed FDCs as emblematic of the theoretical potential of this approach. The realization of this

theoretical potential through the regionally regressed FDCs is subsequently presented. Complete results can be explored and

reproduced using the associated model and data archive: Farmer et al. (2018).

There is statistically significant overall bias at the median (-7.1%; 10−0.0318 – 1) in the streamflow distribution simulated

by the kriging approach applied here (Figure 2, boxplot A), but more significant bias is apparent in the upper and lower tails10

of the distribution (Figure 4, boxplots A, D, G and J). Both the observation-dependent and observation-independent upper

tails of the streamflow distribution demonstrate significant downward bias (Figure 4, boxplots D and J). At the median, the

observation-dependent upper tail is underestimated by approximately 38% (Table 1, row 1; Figure 4, boxplot D), while the

observation-independent upper tail is underestimated by approximately 23% (Table 1, row 2; Figure 4, boxplot J). For the

lower tail, the observation-dependent tail shows a median overestimation of 36% (Table 1, row 1; Figure 4, boxplot A), while15

the observation-independent tail is underestimated by less than one percent (table 1, row 2; Figure 4, boxplot G). The bias is

much more variable, producing greater magnitudes of bias more often, in the lower tails than in the upper tails. Generally, biases

in the observation-independent tails are less severe, both in the median and in range, than those in the observation-dependent

tails.

In both observation-dependent and –independent cases, downward bias in the upper tail is more probable than upward biases20

in the lower tail. For the observation-dependent tails, approximately 89% of streamgages show downward bias for the upper

tail (Figure 4, boxplot D), and approximately 61% of the streamgages upward bias in the lower tail (Figure 4, boxplot A). For

the observation-independent tails, approximately 80% of streamgages show downward bias in the upper tail (Figure 4, boxplot

J) and approximately 50% of the streamgages exhibit upward bias in the lower tail (Figure 4, boxplot G), indicating, as does

the small median bias value, that the lower tail biases are relatively well balanced around zero for the observation-independent25

case for these simulations.

These results show upward bias in lower tails and downward bias in upper tails. With these baseline results, the bias-

correction method presented here seeks to mitigate these biases.

3.1 Bias Correction with Observed FDCs

The results provide evidence to support the hypothesis that distributional bias in simulated streamflow can be reduced by30

rescaling using independently estimated FDCs. This evidence is apparent in the reduction of the magnitude and variability of

overall bias (Figure 2, boxplot C; Table 1, rows 5 and 6) and of the bias in the observation-independent tails of the streamflow

distribution (Figure 4, boxplots I and L) when observed FDCs are used for rescaling. Similarly, the overall distributional
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accuracy is much improved (Figure 3, boxplot F; Table 2, rows 5 and 6), as is the accuracy of observation-independent tails

(Figure 5, boxplot I and L). The effect on observation-dependent tails (Figure 4, boxplots C and F) and overall sequential

accuracy (Figure 3, boxplot C) is less compelling but still substantial.

While the measures of bias and accuracy are summarized in Tables 1 and 2, Tables 3 and 4 summarize the change in

absolute bias and in accuracy, respectively. With the use of observed FDCs, the overall bias is reduced to a tenth of a percent5

at the median (Table 1, rows 5 and 6). This represents a significant median reduction of 0.14 common-logarithm units in the

overall absolute bias (Table 3, rows 3 and 4). Overall, the distributional accuracy is improved by a median of 0.21 common-

logarithm units (Table 4, row 4). Of all streamgages considered, 99% saw a reduction in the overall absolute bias, and all

saw improvements in overall distributional accuracy. These improvements extend to both observation-independent tails of

the distributions. The lower observation-independent tails have a median 0.35 common-logarithm unit reduction in absolute10

bias (Table 3, row 4). For the upper tail, the median reduction in absolute bias is 0.14 common-logarithm units (Table 3,

row 4). Nearly all streamgages (99%) saw reduction in absolute bias of the observation-independent tails. Table 4 (row 4)

shows similar improvements in tail accuracy; -0.37 and -0.15 units in the lower and upper tails, respectively, with nearly all

streamgages (excepting the lower tail of a single streamgage; likely the result of the interpolation procedure) showing improved

tail accuracy.15

The overall sequential performance (Figure 3, boxplot C) and the performance of observation-dependent tails (Figures 4 and

5, boxplots C and F) demonstrate the degree to which errors in timing result in bias in the observation-dependent case even

when observed FDCs are used for bias correction. Both the observation-dependent lower and upper tails exhibit bias; 30% and

-20%, respectively, at the median (Table 1, row 5). Absolute bias in both tails show median reductions; sequential accuracy

and observation-dependent tail accuracy is also improved at the median (Tables 3 and 4, row 3). Proportionally, 82% of the20

observation-dependent lower tails and 86% of the observation-dependent upper tails showed reduction in absolute bias; 85%

of observation-dependent lower tails and 79% of observation-dependent upper tails showed improvements in accuracy. Despite

improvements in overall bias and accuracy from rescaling with observed FDCs, the residual bias in the observation-dependent

lower tail (Figure 4, boxplot C) is almost always positive (upward bias) and upper tails (Figure 4, boxplot F) are almost negative

(downward bias), a result which arises primarily from errors in timing.25

To understand the effect of errors in timing further, consider Figure 6, which shows the mean error in the nonexceedance

probabilities of the observation-dependent upper and lower tails. The nonexceedance percentages in the lower tail are overes-

timated by a median of 3.8 points with 5th and 95th percentiles of 0.9 and 20.5, while the percentages in the upper tail are

underestimated by 2.4 points, with 5th and 95th percentiles of -0.5 and -12.6 points. The distributions of errors in the nonex-

ceedance probabilities closely reflect the distribution of bias in the observation-dependent tails (Figure 4, boxplots C and F).30

These results show that the inaccuracy in the nonexceedance probabilities (i.e., timing errors) will obscure, at least partially,

the improvement offered by bias correction when considering the observation-dependent errors, even when an observed FDC

is used for bias correction. These timing errors also almost result in errors in a particular direction: low for high flow and high

for low flows.
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3.2 Bias Correction with Regionally Regressed FDCs

When the uncertainty of regionally regressed FDCs is introduced into the bias correction procedure, the potential value of the

bias correction procedure is not as convincing. There is a slight, but significant, increase in the overall bias (Table 3, rows 1

and 2). Whereas the original estimated streamflow displays a median bias of approximately 7.1%, the median overall bias is

approximately 7.6% after bias correction with estimated FDCs, (Table 1, rows 3 and 4). Though statistically significant, the5

distribution of bias does not appear to have changed in a meaningful way (Figure 2, boxplots A and B). The overall accuracy,

sequential and distributional, is also degraded (Figure 3, boxplots B and E; Table 4, rows 3 and 4), with more than 60% of

streamgages showing degradation in sequential and distributional accuracy.

The observation-independent tails, which are not affected by errors in relative timing, show a divergence in performance.

With observed FDCs, both tails demonstrated substantial reductions in absolute bias and improvements in accuracy. With10

regionally regressed FDCs, the upper observation-independent tails continue to show reductions in absolute bias (Table 3, row

2; Figure 4, boxplots J and K) and improvements in accuracy (Table 4, row 2; Figure 5, boxplots J and K), while the lower

observation-independent tails show a significant increase in absolute bias (Table 3, row 2; Figure 4, boxplots G and H) and a

degradation of accuracy (Table 4, row 2; Figure 5, boxplots G and H). Only 44% of observation-dependent lower tails produced

after bias correction with regionally regressed FDCs showed reductions in absolute bias; 58% of upper tails showed reductions15

in absolute bias.

The effects of the rescaling with FDCs estimated with regional regression on overall and observation-independent tail bias

and accuracy can be better understood if the properties of the estimated FDCs are considered. Figure 7 shows the bias and

accuracy of the upper and lower tails of the regionally regressed FDCs. (Recall that the estimated FDCs are composed of 27

quantiles, of which the upper and lower tails contain only the eight values with nonexceedance probabilities 95% and larger and20

5% and smaller, respectively.) The upper tails are reproduced through regional regression with an insignificant 2.5% median

downward bias, but the lower tails exhibit a significant negative median bias of 38.35% (Table 1, row 7). Because of this bias

in the lower tail of the regionally regressed FDCs, the regionally regressed FDCs are unable to correct the bias in the simulated

hydrograph, instead turning a small median bias into large one. As there is no timing uncertainty in the observation-independent

tails, the resulting bias arises from the bias of the regionally regressed FDC. Illustrating this fact: the -38% bias in the lower25

tail of the regionally regressed FDC approximates the -33% in the observation-independent lower tail, while the -2.5% bias

in the upper tail of the regionally regressed FDC approximates the -3.7% bias in the observation-independent upper tail. The

introduction of this additional bias, beyond failing to correct any underlying bias in the simulated hydrograph, also markedly

increased the variability of both bias and accuracy.

The results are similar for the observation-dependent tails produced after bias correction with regionally regressed FDCs,30

even when complicated by the addition of timing uncertainty as discussed in reference to Figure 6. In some cases, the er-

rors in timing (nonexceedance probability) counteract the additional bias from regionally regressed FDCs. For example, the

observation-dependent lower tails have a median bias of 13%, which possesses a smaller magnitude and different sign than the

median -33% bias seen in the observation-independent lower tail (Table 1, rows 3 and 4). The addition of timing uncertainty
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actually reduced the increase in absolute bias (Table 3, rows 1 and 2) and reduced the degradation of accuracy in the lower tail

(Table 4, rows 1 and 2). These slight improvements result from an offsetting of the underestimated regionally regressed FDCs

by the overestimated nonexceedance probabilities. While interesting, it seems unlikely that this result can be generalized in

a simple way: that is, the errors in estimated FDCs cannot be expected to balance out the errors in nonexceedance probabili-

ties without deleterious effects on other properties. To this point: as noted, rescaling by these regionally regressed FDCs with5

underestimated lower tails result in similarly underestimated observation-independent lower tails.

The introduction of uncertainty from regionally regressed FDCs diminishes the advantages gained by biased correction

with observed FDCs. Considering the observation-independent lower tails, 55% of streamgages show reductions in absolute

bias with observed FDCs that were reversed into increases of absolute bias by the introduction of regionally regressed FDCs.

Another 43% of streamgages show smaller reductions in absolute bias when observed FDCs were replaced with regionally re-10

gressed FDCs. For the observation-dependent lower tails, 37% of streamgages have reversals and 31% show smaller reductions

in absolute bias. For the observation-independent upper tails, 41% show reversals and 56% yield smaller reductions in absolute

bias. For the observation-dependent upper tails, 24% produce reversals and 40% provide smaller reductions in absolute bias.

Results are similar with respect to accuracy: while many streamgages saw reversals, a large proportion of streamgages continue

to demonstrate improvements.15

4 Discussion

The approach to bias correction presented here produced near universal and substantial reduction in bias and improvements

in accuracy, overall and in each tail, for both observation-dependent and –independent cases when the uncertainty in inde-

pendently estimated FDCs was minimized. For the observation-independent case, the errors are removed almost completely,

and the remaining errors in the observation-dependent case mimic the timing (nonexceedance probability) errors. These re-20

sults based on observed FDCs demonstrate the bias-correction approach introduced here is theoretically valid. However, this

improvement becomes inconsistent with respect to bias and generally reduces the accuracy when the bias and uncertainty of

regional regression of the FDCs is introduced. Furthermore, in both the observation-dependent and observation-independent

tails in the case of rescaling by regional regression, the improvements in the lower tails are much more variable than the

improvements in the upper tail (Figures 4 and 5; Tables 3 and 4). This is not surprising, given the more-variable nature of25

lower-tail bias and accuracy (Figures 4 and 5).

The regional regressions developed here were much better at estimating the upper tail of the streamflow distribution than

estimating the lower tail. This provides a convenient comparison: the bias correction of lower tails with regionally regressed

FDCs only improved the bias in the observation-dependent case when the low bias of the regionally regressed FDC offset the

high bias of the observation-dependent tails, and did not improve accuracy in either case. However, the bias correction of upper30

tails with regionally regressed FDCs, which produced the upper tails with much less bias, continued to show, like in the case

of observed FDCs, improvements in bias and accuracy, though to a much smaller degree than the improvements produced by

observed FDCs.
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Particularly in the lower tail of the distribution, the effectiveness of this bias-correction method is strongly influenced by

the accuracy of the independently estimated FDC. The change in the absolute bias of the observation-independent lower tail

has a 0.72 Pearson correlation with the absolute bias of the lowest eight percentiles of the FDC estimated with regional

regression. The analogous correlation for the upper tail is 0.31. For the observation-dependent these correlations are only 0.33

for each tail, the reduced correlation for the lower tail being a result of the combination of the uncertainty in timing and the5

regionally regressed FDC. Therefore, as regional regression is not the only tool for estimating FDCs, improved methods for

FDC estimation would further increase the impact of this bias-correction procedure.

While this method of bias correction, as implemented here, improves the bias in the upper tails, it had a negative impact

on lower tails. This makes the question of application or recommendation more poignant. Under what conditions might this

approach be worthwhile? Initial exploration did not find a strong regional component to performance of the bias correction10

method. For some regions, like New England, where FDCs are well estimated by regional regression, there is a general im-

provement in accuracy under bias correction with regionally regressed FDCs, but the improvement is highly variable. Instead,

the strongest link is with the reproduction of the FDC. When magnitude of tail biases of the regionally regressed FDC was

under 20%, more than 50% of streamgages showed improvements in bias, both overall and in the tails of the distribution. It

may not always be possible to determine the accuracy with which a given FDC estimation technique might perform, making15

it difficult to determine if these results can be generalized. If accuracy of the estimated FDCs can be estimated, it may also be

useful to consider rescaling one tail and not the other, depending on the estimated accuracy.

When looked at from the point-of-view of the estimated FDCs that need timing information in order to simulate streamflow,

this approach to bias correction is as akin to an extension of the non-linear spatial interpolation using FDCs developed by

Fennessey (1994) and Hughes and Smakhtin (1996) as it is bias correction. Here it is approached as a method for bias correction,20

but it can also be thought of as a novel approach to simulate the nonexceedance probabilities at an ungauged location to be used

with estimated distributional information (FDCs) to simulate streamflow. In the early uses of nonlinear spatial interpolation

using FDCs, the simulated nonexceedance probabilities were obtained from a hydrologically appropriate neighboring or group

of neighboring streamgages (Shu and Ouarda, 2012), though the approach to identifying a hydrologically appropriate neighbor

has varied. Here, the entire network is used to approximate the ungauged nonexceedance probabilities, much like the indexing25

problem was overcome with ordinary kriging of streamflow directly (Farmer, 2016). Two major sources of uncertainty are

inherent in nonlinear spatial interpolation using FDCs: uncertainty in the nonexceedance probabilities and uncertainty in the

FDC. This work addresses the general approach by attacking the former and observing that performance may be further limited

by the latter. The potential success of this approach to bias correction is likely not specific to simulation with ordinary kriging.

That this approach to bias correction does improve the observation-dependent tails and the overall performance when ob-30

served FDCs are used shows that the timing of the underlying simulation retains useful information even if the tails of the

original simulation are biased. However, some error remains in the simulated nonexceedance probabilities. A natural extension

would be to wonder if it might be more reasonable to estimate nonexceedance probabilities directly rather than extracting their

implicit values from the estimated streamflow time series as was done here. Farmer and Koltun (2017) executed a kriging

approach to estimate daily nonexceedance probabilities in a smaller data set in Ohio. They found that modeling probabilities35
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directly resulted in similar tail biases of nonexceedance probability to that observed when, as in Farmer (2016), simulating

streamflow directly. In earlier work, Farmer (2015) showed that kriging nonexceedance probabilities directly and then redis-

tributing them via an estimated FDC, as compared with kriging streamflow directly, had only a marginal effect on bias in

the tails. Further exploration of this question, whether to estimate nonexceedance probabilities directly or derive them from

streamflow simulations, is left for future research. This current study focuses on the more general question of whether the dis-5

tributional bias in a set of simulated streamflow, the provenance thereof being more or less inconsequential, could be reduced

using a regionally regressed FDC.

As mentioned earlier, recent work by Pugliese et al. (2017) explore how this generalization of non-linear spatial interpolation

using FDCs can be used to improve simulated hydrographs produced by a continental scale deterministic model. They consider

it as an approach to inform a large-scale model with local information, thereby improving local application without further10

calibration. In 46 basins in Tyrol, Pugliese et al. (2017) saw universal improvement in the simulated hydrographs, though they

did not explore tails biases. The results presented here provide an analysis across a wider range of basin characteristics and

climates, demonstrating a link between how well the FDC can be reproduced and ultimate improvements in performance or

reductions in bias.

5 Conclusions15

Summary and Conclusions Regardless of the underlying methodology, simulations of historical streamflow often exhibit distri-

butional bias in the tails of the distribution of streamflow, usually an overestimate of the lower tail values and an underestimate

of the upper tail values. Such bias can be extremely problematic, as it is often these very tails that affect human populations and

other water management objectives the most and, thus, these tails that receive the most attention from water resources planners

and managers. Therefore, a bias-correction procedure was conceived to rescale simulated time series of daily streamflow to20

improve simulations of the highest and lowest streamflow values. Being akin to a novel implementation of nonlinear spatial

interpolation using flow-duration curves, this approach could be extended to other methods of streamflow simulation.

In a leave-one-out fashion, daily streamflow were simulated in each 2-digit hydrologic unit code using the pooled ordinary

kriging. Regional regressions of 27 percentiles of the flow-duration curve in each 2-digit hydrologic unit code were indepen-

dently developed. Using the Weibull plotting position, the simulated streamflow were converted into nonexceedance proba-25

bilities. The nonexceedance probabilities of the simulated streamflow were used to interpolate newly simulated streamflow

volumes from the regionally regressed flow-duration curves. Assuming that the sequence of relative magnitudes of streamflow

retains useful information despite possible biases in the magnitudes themselves, it was hypothesized that simulated magnitudes

can be corrected using an independently estimated flow-duration curve. This hypothesis was evaluated by considering the

performance of simulated streamflow observations and the performance of the relative timing of simulated streamflow. This30

evaluation was primarily focused on examination of errors in both the high and low tails of the streamflow distribution, defined

as the lowest and highest 5% of streamflow, and considering changes in both bias and accuracy.
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When observed flow-duration curves were used for bias correction, representing a case with minimal uncertainty in the

independently estimated flow-duration curve, bias and accuracy of both tails were substantially improved and overall accuracy

was noticeably improved. The use of regionally regressed flow-duration curves, which were observed to be approximately

unbiased in the upper tails but were biased low in the lower tails, corrected the upper tail bias but failed to consistently correct

the lower tail bias. Furthermore, the use of the regionally regressed flow-duration curves degraded the accuracy of the lower5

tails but had relatively little effect on the accuracy of the upper tails. Combining the bias-correction and accuracy results, the

test with regionally regressed flow-duration curves can be said to have been successful with the upper tails (for which the

regionally regressed flow-duration curves were unbiased) but unsuccessful with the lower tails. The effect on accuracy of the

bias correction approach using estimated flow-duration curves was correlated with the accuracy with which each tail of the

flow-duration curve was estimated by regional regression.10

In conclusion, this approach to bias-correction has significant potential to improve the accuracy of streamflow simulations,

though the potential is limited by how well the flow-duration curve can be reproduced. While conceived as a method of bias

correction, this approach is an analog to a previously applied nonlinear spatial interpolation method using flow-duration curves

to reproduce streamflow at ungauged basins. While using the nonexceedance probabilities of kriged streamflow simulations

improves upon the use of single index streamgages to obtain nonexceedance probabilities, further improvements are limited by15

the ability to estimate the flow-duration curve more accurately.
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0 500 1000 1500 km

Figure 1. Map of the locations of streamgages used for analysis. All reference quality streamgages from the GAGES-II database (Falcone,

2011) are included here. Only those marked with an X were retained, having more than 14 complete water years between 01 October 1980

and 30 September 2013. With this criterion, 1168 streamgages were retained. The outlines of 2-digit Hydrologic Units are provided for

further context.
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Figure 2. Distribution of logarithmic bias, measured as the mean difference between the common logarithms of simulated and observed

streamflow (simulated minus observed) at 1168 streamgages across the conterminous United States. Orig. refers to the original simulation

with pooled, ordinary kriging, BC-RR refers to the Orig. hydrograph bias-corrected with regionally regressed flow-duration curves, and BC-

Obs. refers to the Orig. hydrograph bias-corrected with observed flow- duration curves. The tails of the boxplots extend to the 5th and 95th

percentiles of the distribution; the ends of the boxes represent the 25th and 75th percentiles of the distribution; the heavier line in the box

represents the median of the distribution; the open circle represents the mean of the distribution; outliers beyond the 5th and 95th percentile

are shown as horizontal dashes.
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Figure 3. Distribution of logarithmic accuracy, measured as the root mean squared error between the common logarithms of observed

and simulated streamflow at 1168 streamgages across the conterminous United States. Orig. refers to the original simulation with pooled,

ordinary kriging, BC-RR refers to the Orig. hydrograph bias-corrected with regionally regressed flow-duration curves, and BC-Obs. refers

to the Orig. hydrograph bias-corrected with observed flow-duration curves. Sequential indicates that contemporary days were compared,

while distributional indicates that days of equal rank were compared. The tails of the boxplots extend to the 5th and 95th percentiles of the

distribution; the ends of the boxes represent the 25th and 75th percentiles of the distribution; the heavier line in the box represents the median

of the distribution; the open circle represents the mean of the distribution; outliers beyond the 5th and 95th percentile are shown as horizontal

dashes.
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Figure 4. Distribution of logarithmic bias, measured as the mean difference between the common logarithms of simulated and ob-

served streamflow (simulated minus observed) at 1168 streamgages across the conterminous United States for observation-dependent and

observation-independent upper and lower tails. Observation-dependent tails retain the ranks of observed streamflow, while matching simu-

lations by day. Observation-independent tails rank observations and simulation independently. The upper tail considers the highest 5% of

streamflow, while the lower tail considers the lowest 5% of streamflow. Orig. refers to the original simulation with pooled, ordinary kriging,

BC-RR refers to the Orig. hydrograph bias-corrected with regionally regressed flow-duration curves, and BC-Obs. refers to the Orig. hydro-

graph bias-corrected with observed flow-duration curves. The tails of the boxplots extend to the 5th and 95th percentiles of the distribution;

the ends of the boxes represent the 25th and 75th percentiles of the distribution; the heavier line in the box represents the median of the

distribution; the open circle represents the mean of the distribution; outliers beyond the 5th and 95th percentile are shown as horizontal

dashes.
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Figure 5. Distribution of logarithmic accuracy, measured as the root mean squared error between the common logarithms of simulated

and observed streamflow (simulated minus observed) at 1168 streamgages across the conterminous United States for observation-dependent

and observation-independent upper and lower tails. Observation-dependent tails retain the ranks of observed streamflow, while matching

simulations by day. Observation-independent tails rank observations and simulation independently. The upper tail considers the highest 5%

of streamflow, while the lower tail considers the lowest 5% of streamflow. Orig. refers to the original simulation with pooled, ordinary

kriging, BC-RR refers to the Orig. hydrograph bias-corrected with regionally regressed flow-duration curves, and BC-Obs. refers to the

Orig. hydrograph bias-corrected with observed flow-duration curves. The tails of the boxplots extend to the 5th and 95th percentiles of the

distribution; the ends of the boxes represent the 25th and 75th percentiles of the distribution; the heavier line in the box represents the median

of the distribution; the open circle represents the mean of the distribution; outliers beyond the 5th and 95th percentile are shown as horizontal

dashes.

19

Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-30
Manuscript under review for journal Hydrol. Earth Syst. Sci.
Discussion started: 19 March 2018
c© Author(s) 2018. CC BY 4.0 License.



E
rr

or
 in

 n
on

ex
ce

ed
an

ce
 p

er
ce

nt
ag

e

−
70

−
60

−
50

−
40

−
30

−
20

−
10

0
10

20
30

40
50

60
70

Lower tail Upper tail

●

−−−−−−−−−−−−−−−−−−−−−−−−−

−
−
−

−

−−−

−−−−−−−

−

−

−

−

−

−

−

−
−

−

−−
−
−
−

−

−−

−

−

−

−

−

−−−

−

−

−

−
−−−
−

−

−

−

−

−

−

−

−−

−
−

−

−

−

−−

−
−−−
−

−−−−−−−−−

−

−

−

−

−

−−−−−−−
−

−

−
●

−−

−−−
−−−

−−

−−
−

−−−

−

−
−−
−−−

−−

−
−

−

−

−

−−

−

−−
−

−

−

−−

−

−
−

−

−

−−

−

−−−−−

−−
−

−

−

−
−−
−

−

−
−−
−

−

−−

−

−

−

−−−−−−−−−−−−−−

−

−−−−−

−

−−−−−−−−−−−−−−−−−−−−−

−

−

−

Figure 6. Distribution of mean error in the simulated nonexceedance probabilities of the lowest and highest 5% of observed daily stream-

flow (simulated minus observed) at 1168 streamgages across the conterminous United States. The upper tail considers the highest 5% of

streamflow, while the lower tail considers the lowest 5% of streamflow. The tails of the boxplots extend to the 5th and 95th percentiles of

the distribution; the ends of the boxes represent the 25th and 75th percentiles of the distribution; the heavier line in the box represents the

median of the distribution; the open circle represents the mean of the distribution; outliers beyond the 5th and 95th percentile are shown as

horizontal dashes.
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Figure 7. Distribution of logarithmic bias (left panel), measured as the mean difference between the common logarithms of quantiles of

observed and simulated streamflow (simulated minus observed) at 1168 streamgages across the conterminous United States, and logarithmic

accuracy (right panel), measured as the root mean squared error between the common logarithms of quantiles of observed and simulated

streamflow at the same streamgage, in the upper and lower quantiles of regionally regressed flow-duration curves. The upper tail considers

the 8 quantiles in the highest 5% of streamflow, while the lower tail considers the 8 quantiles in the lowest 5% of streamflow. The tails of

the boxplots extend to the 5th and 95th percentiles of the distribution; the ends of the boxes represent the 25th and 75th percentiles of the

distribution; the heavier line in the box represents the median of the distribution; the open circle represents the mean of the distribution;

outliers beyond the 5th and 95th percentile are shown as horizontal dashes.
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