Interactive Comment on “Climate change vs. Socio-economic development: Understanding the
future South-Asian water gap” by René R. Wijngaard et al.

We greatfully acknowledge the reviewer for his/her remarks and suggestions, which improved the
quality of the manuscript significantly. We have carefully considered the suggestions of the reviewer
and we provide a point-by-point response to the reviewer’s comments. For clarity, the reviewer’s
comments are given in italics and the responses are given in plain text. References that do not refer to
those in the main manuscript are listed below. The manuscript will be modified accordingly to the
responses that are given to the comments.

The research in the article under review is an attempt to predict the combined impact of climate change
and socio-economic changes on water scarcity in the downstream portions of 3 rivers originating in the
Himalayas: the Indus, the Ganga and the Brahmaputra. It seeks to improve upon earlier predictive
modelling by using a larger ensemble of climate predictions, separate hydrological models for upstream
(hill) and downstream (plains/delta) regions, and more careful simulation of agricultural water use in
the downstream region through using recently developed models that simulate distribution through
canal systems and timing of water demand in multiple cropping systems. It also draws upon recently
published Shared Socioeconomic Pathways (SSP) developed by the climate change community that
describe alternative socio-economic development scenarios.

The technical side of the research has been done quite competently for the most part and the writing is
also mostly clear and well organized. My concerns with the paper mostly are at the macro-level, viz.,
as to what (value) assumptions it makes in framing the research, and what contribution it makes to our
understanding of the likely outcomes of multiple-stressors operating in the study region. Also a couple
of concerns about the modelling.

Thank you. We have tried to address all concerns and our detailed response is provided below.

1. Water uses considered: The authors only take into consideration water use in agriculture, industry
and the domestic sectors. In doing so, they leave out in-stream environmental (and fishing) needs,
as well as minimum ecosystem flows that need to go out to the ocean. This framing creates the
impression that it is ‘okay’ to consume all the surface flow, which is problematic. Given the higher
temporal and spatial resolution that the models have incorporated, the authors can easily provide
for these other uses also. Which uses to cater to is of course a value-loaded decision, but no more
than the decisions already made. The authors could allow for variation in societal values by showing
the trade-offs between (e.g.) meeting minimum ecosystem flow standards (that might affect
agricultural production) and prioritising agricultural needs (thereby violating minimum flows).

We indeed only consider water use in the agricultural, domestic, and industrial sectors. We consider
water use in these sectors, because these sectors are the largest water consumers in South Asia (FAQO,
2016). Although there is a version of LPJmL that does allocate water requirements of aquatic ecosystems
and its trade-off with food production (J&germeyr et al., 2017), we decided not to impose any restrictions
to withdrawals in this study, because we believe that the water requirements by ecosystems are not
considered in this region (yet). Since the Indus, Ganges, and Brahmaputra river basins are facing rapid
and continuous population growth, food demand will increase and a higher agricultural production is
required. Therefore, agricultural needs will probably be prioritized at the cost of environmental flows.
To investigate which impact (future) blue water consumption has on environmental flow transgressions
we have however added an extra subsection “Environmental Flows” to the Results section. The
outcomes in this subsection show that the transgression of future environmental flows will likely be
limited with sustained environmental flows requirements (EFRS) during the monsoon season and unmet
EFRs during the low flow season in the Indus and Ganges river basins. Further we discuss environmental
flows and the use of EFRs in the Introduction section and will add an extra subsection “Analysis of
Environmental Flows” to the Methods section to describe the methodology behind the derivation of
EFRs.



2. Definition of water scarcity: The manner in which water scarcity is defined (with respect to the
above 3 uses) is in terms of a ‘blue water gap’ (gap between supply and demand of blue water)
which then manifests itself as over-extraction of groundwater. But over-extraction has inter-
temporal effects, so it seems that this is a definition of ‘unsustainability’. On the other hand, the
manner in which groundwater overextraction manifests itself is in the form of loss of base flows,
which means either loss to agri/domestic users downstream or loss to instream/ocean uses. Neither
of which is captured here. Scarcity can be the outcome of distributional issues unrelated to absolute
availability. So one definition of scarcity could have been the fraction of the population (in each
sector) facing water shortages. More generally, ‘scarcity’ is a social construct, and if the research
is to be useful to policy-makers in the region, the ‘outcome variable’ in the modelling must reflect
local, multiple understandings of scarcity.

The influence of groundwater (over-)abstraction on the amount of baseflow and subsequent availability
for downstream agricultural, domestic, and industrial users are captured in the model. In the LPIJmL
model groundwater reservoirs are replenished by seepage from the bottom soil layers and contribute to
the river network by means of baseflow. Baseflow is calculated by means of a linear reservoir function,
where groundwater only adds to baseflow when groundwater recharge is larger than groundwater
withdrawal. When groundwater recharge is smaller than groundwater withdrawal, no baseflow does
occur, which results in a loss of streamflow. This will eventually have an impact on downstream water
availability. We will add an extra sentence to the model description of LPIJmL to clarify the relation
between groundwater bodies and the river network.

We agree with the reviewer that water scarcity can indeed be understood as the outcome of
distributional issues unrelated to absolute water availability and therefore can be defined as the lack of
access to adequate quantities of water that are needed to fulfil water requirements. The blue water gap
as defined in our study is a way to measure the water scarcity by means of unsustainable groundwater
withdrawal, which in the LPIJmL model can only occur when surface water or renewable groundwater
is not available. That surface water or renewable groundwater is not available locally makes that there
are no adequate quantities of water and is thus an indication for water scarcity. The main advantage of
using the blue water gap as indicator is that we can account for all spatial and temporal mismatches
between water demand and supply, which is therefore a way to show the heterogeneity in water scarcity
throughout the basins. The magnitude of the water gap is highly depending on the presence of local
reservoirs and canal systems, and on the area where the water gap occurs. Figure 9 illustrates very well
that the water gap is especially an issue in urban areas, whereas in rural areas the water gap is limited.
In combination with the identification on which drivers and processes are responsible for the
development of the water gap, this can provide valuable information for policy makers, and shows that
the water gap similar to water scarcity can be interpreted as a social construct. We agree with the
reviewer that the fraction of the population facing water shortages could have been a way to measure
water scarcity. However, according to Liu et al. (2017) there are also other indicators that can be used
to measure water scarcity, which can lead to different outcomes. The large variety in indicators makes
it therefore difficult to compare the outcomes of one study with the other. To have a robust representation
of water scarcity future studies might be needed that assess water scarcity by using a set of multiple
indicators. We will add this point to the discussion. Further we will change the manuscript to put more
emphasis on assessing the future evolution of the blue water gap and not the future blue water scarcity,
which is a broader term.

3. Contribution: The need to model the impact of multiple stressors rather than of climate change in
isolation has now been recognized in the water resources community for a while. In a well-known
coarse-scale analysis, Vorosmarty et al.(2000) pointed out that rising human demand for water will
outweigh the impacts of climate change on water resources in the south Asian region. [The authors
appear to have misinterpreted this study in p.2 line 30: Vorosmarty et al conclude “that impending
global-scale changes in population and economic development over the next 25 years will dictate
the future relation between water supply and demand to a much greater degree than will changes
in mean climate.”’]. S0 the question is in what way does this study deepen our understanding of this
broad trend or likely responses?



My assessment is “not much, given the uncertainties involved and the limitations of the approach
used” [uncertainties are also discussed below]. That climate change is predicted to increase water
availability in all 3 basins is clear, once one reads the CC predictions for this region from the GCM
runs chosen. That socio-economic developments will (in the absence of any adaptive responses)
lead to increases in water demand is obvious to anyone who knows the region. The net result is that
“The combination of climate change and socio-economic development is expected to result in
increasing water gaps with relative increases up to 7% and 11% in the Indus and Ganges,
respectively” [p.18, line 27] . To my mind, this small change is well within the errors/uncertainties
of all the modelling that has been done. (Since these results are not presented in tabular form but
only in the bar charts in Figure 8, it is even hard to see that the water gap has actually increased
vis-a-vis the reference scenario.) So one is unable to see the value of such a coarse result. The lack
of endogeneity in the modelling framework (i.e., the fixed nature of landuse predictions driven by
population growth and economic change and the lack of any adaptive response by any water user
to water scarcity) means that we are unable to see to what extent adaptive actions might ameliorate
the problem. And the lack of information on “who actually suffers because of the scarcity” prevents
the analysis from throwing up any interesting social impact information.

We agree with the reviewer that we misinterpreted the outcomes of Vérosmarty et al. (2000). We have
corrected this accordingly. We also agree with the reviewer that the need to model the impact of multiple
drivers rather than climate change in isolation has been recognized in the water resources community.
There have been several global studies, including those from Vordsmarty et al. (2000) and Hanasaki et
al. (2013), that have investigated the impacts of climate change and/or socio-economic development on
water scarcity. These studies have concluded that rising water demands as a response to socio-economic
developments are a more important driver than climate change. This might also be obvious for the Indus,
Ganges, and Brahmaputra river basins. However, there has not been a study so far that conducted a high
resolution integrated assessment on the evolution of the future blue water gap in the Indus, Ganges, and
Brahmaputra river basins, thereby aiming at quantifying the impacts of climate change and/or socio-
economic development on the regional water gap. The main difference with global studies, such as the
study of Vorésmarty et al. (2000), is that a) a coupled modelling approach is applied for the entire IGB
that includes a high-resolution cryospheric-hydrological model that can simulate upstream water
availability (and represents mountain-hydrological processes that are important in the region), and a
high-resolution hydrology and crop production model that can simulate the downstream water
availability, supply, demand, and gap; b) the hydrology and crop production model that is applied for
downstream domains has specially been developed for this region by including human interventions,
such as the extensive irrigation canal systems of the Indus and Ganges river basins, and multiple
cropping systems; c) the high resolution models are forced with an ensemble of downscaled and bias-
corrected GCMs, that represents a wide range of possible futures in terms of regional climate change
for RCP4.5 and RCP8.5, in combination with SSP storylines. These novelties are highlighted in the last
paragraph of the Introduction.

We made one miscalculation. The ensemble mean of the projected changes in the water gap of the
Ganges river basin is 14% instead of 11%. The relative changes of 14% and 7% that are projected for
the Ganges and Indus river basins, respectively are indeed within the uncertainty range of model
outcomes that are generated for the different climate models in combination with SSP storylines. We
agree with the reviewer that it is difficult to read the changes in the water gap from Figure 8. We will
include an extra table that lists the ensemble means and standard deviations of the projected changes in
the future blue water gap at the end of the 21% century.

We are aware that the lacking endogeneity of land use and adaptive responses of water users in the
modelling framework are likely to introduce uncertainties in the outcomes of the model. This study aims
however at providing a first comprehensive integrated assessment that identifies the main processes and
drivers that are responsible for changes in the future water gap. Investigating the impact of adaptation
strategies on the future water gap is beyond the scope of this study and needs further investigation in the
future by assessing the potentials of well-informed realistic adaptation strategies (i.e. that have been
developed by means of piloting) in closing the water gap. We will add a paragraph to the discussion on
the uncertainties that can emerge due to the lacking adaptive response. The uncertainties due to lacking
endogeneity are mentioned in the discussion on uncertainties and limitations.



4. Modelling: There are some concerns with the manner in which the modelling has been done. They
may not all affect the results seriously, but need to be tabled and discussed:

a) Groundwater is treated as being separate from surface water. E.g., page 2, line 3 says the 3
sources of water are rainfall-runoff, groundwater and meltwater. This would be true if runoff
did not include baseflows, which is groundwater returning to the surface as discharge (see
Ponce, V.M, 2007. Sustainable yield of groundwater.
http://ponce.sdsu.edu/groundwater_sustainable_yield.html, and Sophocleous, M., 2000.
experience. Journal of Hydrology 235, 27-43.). But then on page 7, line 2, the authors say total
runoff is sum of glacier & snow runoff (presumably melt), surface runoff, lateral flow and
baseflow. This then leads to double counting, since “water for irrigation and other uses can be
drawn from surface water in the grid cell [which would include baseflows], etc etc. and
groundwater bodies” (page 8, line 10-12).

We categorize groundwater and surface water according to definitions that are consistent with
commonly used definitions of the FAO and other water use studies, such as Siebert et al. (2010).
Thereby, groundwater is defined as water that is abstracted from groundwater bodies (i.e. shallow/deep
aquifers) by using (artificial) wells, and surface water as water that is abstracted directly from rivers,
lakes, and reservoirs. Groundwater that has not been withdrawn locally will add to baseflow and enters
surface water by means of drainage. From the moment baseflow enters surface water it is considered as
surface water when it is used for downstream water supply. We listed these definitions in Section 3.1
Definitions, but will update the definitions to clarify what we define as groundwater and as surface
water.

On page 2, line 3 we indeed mention that the water supply has 3 main components: (monsoon)
rainfall-runoff, groundwater, and meltwater. The (monsoon) rainfall-runoff as mentioned in this
sentence does not include baseflow, but is defined as the surface component of the total runoff that result
from rainfall. We are however aware that this sentence may lead to confusion. Therefore, we will change
this sentence and mention that water supply is dominated by two different components: locally pumped
groundwater and surface water supplied by irrigation canals. Thereby surface water supplied by
irrigation canals that are diverted from rivers and reservoirs has three main constituents: direct rainfall
runoff, meltwater from upstream located ice and snow reserves, and baseflow.

The total runoff as described on page 7, line 2 is calculated by the SPHY model, which only
simulates upstream water supply and does not include the effects of agriculture/irrigation on water
supply. In SPHY, surface runoff is not the same as the baseflow runoff, and are both separate
components of the total runoff, which means in SPHY baseflow can be a component of surface water.
In downstream domains, we apply the LPImL model (as described on page 7 line 21-33, and page 8 line
1-14). In LPImL, the contribution from groundwater to surface water is simulated by means of drainage,
which means baseflow is a component of surface water as well. As long groundwater is withdrawn from
a grid cell it is not added to the baseflow, which means upstream groundwater withdrawals can affect
downstream water availability by decreasing the baseflow contribution. Because of this groundwater
and surface water can be treated separately, and double counting does not occur.

b) This treatment of GW as separate from SW also enables the authors to talke of the blue water
gap in terms of unsustainable withdrawal of GW (i.e., withdrawal more than recharge) without
realizing that the first impact of such over-withdrawal is the loss of baseflows, which will affect
downstream grid cells. GW depletion is not a separate/separable phenomenon, unless one is
talking about depleting non-renewable forms of GW.

In our model, the over-abstraction of groundwater does influence the amount of baseflow and thus the
amount of water available for downstream grid cells. As mentioned under comment 4a, groundwater
that is withdrawn cannot be added to the baseflow, which means groundwater withdrawals result in a
baseflow reduction and subsequently will affect downstream water availability.



C) The ‘daily timestep’ is clearly a case of spurious precision. Water use is definitely not
known/predictable at such a fine temporal scale.

We agree with the reviewer that it is difficult to predict water scarcity on daily basis. However, to predict
water scarcity accurately in river basins that highly depend on upstream (mountain) water resources it
is important to have a robust representation of mountain-hydrological processes that are highly variable
in space and time. In particular, glacier and snow melt processes are not sufficiently captured at larger
time steps. For this reason, it is needed to use hydrological models on a high temporal resolution (i.e.
daily). The outcomes however, are aggregated to monthly time steps to assess the monthly and seasonal
variations in the water availability, supply, demand, and gap.

d) The assumption that ‘water availability in upstream regions’ (the Himalayan catchments) is
dependent upon natural factors’ may be true for the Indus and the Brahmaputra, but
guestionable for the Ganga basin. Uttarakhand and Nepal are witnessing massive interventions
in hydrology in the form of dams (large and small) as well as traditional uses for agriculture
these regions in a dense network of community-scale irrigation systems.

We are aware that in the upstream domains also human interventions (such as dams, reservoirs, and
irrigation) take place and that this also can influence the hydrological cycle, which means water
availability is not fully dependent on ‘natural factors’. However, we assume the (current) impact of
dams/reservoirs and agriculture to be low in comparison with the influence dams/reservoirs and
agriculture have in the downstream domains. For instance, compared to the downstream domains the
number of dams/reservoirs is limited. The province the reviewer mentioned as example (i.e.
Uttaranchal/Uttarakhand) is among the upstream areas the area with the most dams and capacity (i.e. 15
dams with a total capacity of about 5 km®) (FAO, 2016). In other upstream areas, the number of dams
is rather small and the total capacity is low compared to the larger dams in downstream domains. For
instance, Tarbela dam has a total capacity of 12 km?®, whereas the total capacity of dams in the upstream
domains reach up to about 5.5 km? distributed over about 50 dams (FAO, 2016). Furthermore, most
dams are designed as hydropower dams with limited storage or as run-off-the-river hydropower plants,
which have a low degree of regulation in the upstream domains of the IGB (Lehner et al., 2011; FAO,
2016). Further it has been found in earlier studies (Biemans et al., 2016) that the irrigation water demand
(and cropping intensity) in upstream areas is rather low (i.e. <100 mm yr?) in comparison with the
irrigation water demand (and cropping intensity) in downstream areas (i.e. >500 mm yr?). We agree
with the reviewer that the absence of human interventions in the SPHY model introduces uncertainties
in the amount of water that is available for downstream areas. Therefore, we will add a point to the
discussion on to point out this drawback. Further we will also point out that future planned infrastructure
need to be included in future work to assess the impact on the blue water gap.

e) To the best of my knowledge, the SPHY model has very litte stream gauge/river gauge data
available (at least in the Ganga basin) to validate itself. So there must be major uncertainties
Jjust with the flow predictions for the ‘upstream’ model.

We have calibrated and validated the model by means of a three-step systematic approach on upstream
and downstream located gauging stations in the three consecutive upstream domains of the IGB
(Wijngaardetal., 2017). This approach comprised of the following steps: 1) a calibration on geodetically
derived glacier mass balances, 2) MODIS-derived snow cover maps, and 3) a calibration on observed
discharge of six gauging stations, namely Dainyor Bridge (upstream UIB), Besham Quila (downstream
UIB), Bimalnagar (upstream UGB), Devghat (downstream UGB), Wangdirapids (upstream UBB), and
Sunkosh (downstream UBB). This three-step calibration approach was implemented to reduce
calibration problems of equifinality (Pellicciotti et al., 2012). The calibration and validation of SPHY
resulted in model performances with Nash Sutcliffe Efficiency values between 0.60 (“satisfactory”) for
Dainyor Bridge and 0.84 (“very good”) for Devghat. We agree with the reviewer that there can be
uncertainties in the streamflow for some of the outflow points of the upstream domains due to different



basin characteristics. For a more detailed discussion on uncertainties that are potentially included in the
streamflow data, we refer to Wijngaard et al. (2017).

f) The predictions under climate change and SSP are compared with the ‘reference’ period
results, which seem to be the average of the period 1981-2010. This is a lengthy period over
which major changes have taken place in the water resource use in this region, and using an
average for this whole period makes it unusable as a ‘reference’.

We are aware that a 30-year period is a lengthy period over which major changes can occur in water use
in this region. We have decided to use a 30-year period, because this is common and recommended
when investigating climate change impacts. Also in other high impact studies (e.g. Hanasaki et al., 2013;
Wada et al., 2013) that investigated current and future water scarcity a period of 30 years is used in the
analysis of outcomes, also for the calculation of single averages.

Minor technical and editorial comments are given in the marked up pdf attached herewith.

Minor and Technical Comments

1. P2 L1: What about conservation purposes? Cultural purposes?

According to the FAO AQUASTAT Database (FAO, 2016), the agricultural, domestic, and industrial
sectors are the largest water consumers. Cultural water use is related to the amount of water used per
capita in each country specifically, and can therefore be interpreted to be part of domestic water use.
Requirements for conservation activities have a very low rate of water consumption (FAO, 2016) and
have therefore a very low share in the total water consumption in comparison with the agricultural,
domestic, and industrial water sectors. To mention that these sectors are the dominant water users, but
are not the only water users, we have adapted the sentence to clarify that water is mainly used for
agricultural, domestic, and industrial purposes.

2. P2 L3: Not separate from surface water. Unless one is talking about non-renewable sources...
We refer to comment 4a.

3. P2 L18: CC will also affect GW when rainfall changes

We agree with the reviewer that climate change will also affect groundwater when rainfall changes. We
will add an extra sentence to the manuscript to clarify that long-term precipitation changes may lead to
changes in groundwater recharge and storage, and thus may affect groundwater availability. These
processes are all included in our modelling system.

4. P2 L23: Mentioning only one possible driver (demographic pressure) makes the approach sound
very Malthusian. Economic growth/industrialisation, urbanization, shifting agricultural patterns
and trade, and governance issues (including inter-nation conflict) can be as big or bigger drivers
as population. These in turn result in human interventions on a variety of scales, including large
dam projects and interlinking of rivers-type mega-projects. Since later on in the paper you have
taken a broader approach in talking about the multiple stressors, | suggest doing so consistently
from the beginning.

We agree with the reviewer that multiple drivers need to be mentioned in the Introduction since the

paper also focusses on multiple drivers. Therefore, we will add a few extra sentences to the Introduction

that also points out the future changes that are related to the other drivers: economic growth,
industrialization, urbanization, and intensification of water use in food production resulting from
changes in agriculture.

5. P2 L34: May depend upon how scarcity is defined and measured, rather than difference in
prediction quality or rigour.
We refer to comment 2



6. P3 L9: What about all the other drivers mentioned above? (And some not mentioned?) The real

source of uncertainty is because of uncertainty in development pathways and outcomes
This part of the introduction points out a few examples of the drawbacks of the approaches used in the
other studies. We agree with the reviewer that drawbacks related to other drivers also should be
mentioned. Therefore, we will include this point into the Introduction to mention drawbacks related to
socio-economic drivers. Further, the study of Arnell & Lloyd-Hughes (2014), who investigated the
relative contribution of SSPs, RCPs, and climate models to the regional and global impact on absolute
exposure to increased water resources scarcity, found that in South Asia the uncertainty related to
climate models has the largest relative contribution in comparison with the uncertainty related to RCPs
and SSPs. To cover the uncertainties related to the climate models, RCPs and SSPs, we have selected
climate models that represent a wide range of possible futures in terms of climate change, and we have
included two contrasting RCPs and SSPs.

7. P3L15: How can daily scarcity be predicted if even utilities don't know what it is on a daily basis?
infrastructure mediates between daily fluctuations in runoff or rainfall and creates delayed and
ameliorated effects.

We refer to comment 4c

8. P3 L22 & 26: Huge amount of human intervention now happening in upstream (such as
Uttarakhand) makes this distinction less tenable? Uttarakhand alone has 15 dams in Gangetic
basin, and many more planned/under construction. In addition, there is substantial amount of
agriculture in the upstream domain, the impact on which also needs to be understood.

We refer to comment 4d.

9. P4 L1: Projections from whom?
The projections are from the study of Gain and Wada (2014). We have added a reference to this sentence.

10. P5 L5: Valid point. But a) daily timestep is unrealistic (false precision), and b) only high temporal
resolution without comparable spatial resolution is not very useful

For comment a) we refer to comment 4c. We decided to set up a model on 5 x 5 arc-min, which is a
decision based on the spatial resolution of the available datasets. The climate forcings have a spatial
resolution of 10 x 10 km, the water demand fields have a spatial resolution of 5 x 5 arc-min. We are
aware that with a higher resolution model more accurate outcomes can be achieved. The disadvantage
of a higher resolution model is however that model calculation times become larger, which is therefore
considered to be less feasible. In addition, higher resolution models would create a false precision since
some of the datasets (e.g. the MIRCA2000 dataset) are only available at a 5 x 5 arc-min spatial
resolution. Further, the spatial resolution that has been used for our model set-up is already high
compared to the spatial resolution that has been used in other (global) studies, which often use a spatial
resolution of 0.5° x 0.5° (i.e. ~50 x 50 km) for their model set-ups (e.g. Vérdsmarty et al., 2000;
Hanasaki et al., 2013; Gain and Wada, 2014).

11. P4 L16: Needs clarification
We have changed the sentence for clarification.

12. P4 L21: This is 1.8km x 5 = 9km N-S and variable width: is this adequately 'high-res' for such a
densely populated region with high spatial variability?
We refer to minor comment 10.

13. P4 L22: WHY MODEL ENTIRE IGB together? What is the connectivity between | & GB? Or even
between G & B?

We investigate future water scarcity for the Indus, Ganges, and Brahmaputra river basins, because these

river basins are the three major river basins of South Asia that have a direct connectivity with the Hindu-

Kush Himalayan mountain range and therefore are interesting to study because of their dependency on

mountain water resources. The three basins are investigated because of the contrasting differences in

basin characteristics (hydro-climatic and socio-economic) and the way how basins respond to future



climate change and socio-economic developments. The Indus basin for instance a very dry arid
downstream climate and a large dependency on upstream water resources. The climate is dominated by
westerly disturbances and monsoon systems, bringing precipitation in winter and summer. The climate
of Ganges and Brahmaputra basins are dominated by the monsoon bringing large amounts of
precipitation during summer. The dependency on upstream water resources is large in the Ganges basin
and smaller in the Brahmaputra basin. Further, socio-economic developments are expected to be strong
in the Indus and Ganges, whereas in the Brahmaputra it is expected to be moderate. We will add a
sentence to Section 2 Study Area to clarify why we selected the entire IGB as study domain.

14. P5 L11: What about Tehri Dam, or various large dams in Arunachal?
Tehri Dam and the various dams in Arunachal are located in the upstream domains.

15. P8 L7: Meaning flood irrigation (as a technique), or surface water irrigation? Because surely large
parts are irrigated from ground water (as a source).
We mean flood irrigation. We have changed the text of the manuscript according to this comment.

16. P8 L24: About 6 km
A grid cell size of 5 arc-min corresponds with a grid cell size of ~ 9 km in the IGB.

17. P9 L12: Water 'availability' also influenced by pollution. Return flows pollute rivers, and make the
water unavailable?

We agree with the reviewer that water availability can be influenced by pollution and that once it is

polluted it makes the water unavailable for use. In our approach, we did not take the effects of water

pollution on water availability into account. This can be considered as a limitation and might also

introduce uncertainties in the outcomes. Therefore, we will add this point to the discussion.

18. P10 L6: Please indicate the spatial resolution of IMAGE
The spatial resolution of IMAGE is 5 x 5 arc-min. However we did not use this information since we
only use land use change information at regional level (i.e. for India and the other parts of South Asia).

19. P10 L9: What about the endogeneity of landuse? If water becomes scarce, landuse will change.
Maybe 2nd order effect, but should be mentioned.

Endogeneity of land use has been considered in our model approach. In the IMAGE model, the aim is
to fulfil the food demand at regional level. If water scarcity limits the yield, land use change occurs by
allocating more (rainfed) land to meet the food production needs. We assume however that both the crop
production and crop types remain as they are, whereas, in reality, farmers can decide to switch to other
crop types or crop varieties when crop growth conditions are not favourable any more (i.e. due to the
higher risk for heat stress that is a consequence of increased temperature (extremes)). This will most
likely influence the irrigation water requirements and subsequently the projected amount of water
scarcity. We will add an extra sentence to clarify that we make assumptions on the crop distributions
and the crop types and we will add this point to the discussion to highlight the uncertainties that can
emerge from these assumptions.

20. P11 L2: This is too lengthy a period, during which water resource use in this region has undergone
huge changes. To quote a single average for this entire period (for any variable) is highly
problematic.

We refer to comment 4f,

21. P11 L3: No way to confirm that this represents reality.

Both the SPHY and LPJmL models have been validated in previous studies. The SPHY model has been
calibrated and validated for the upstream domains in Wijngaard et al. (2017). The LPIJmL model has
been validated and tested for global applications, such as river discharge (Biemans et al., 2009),
irrigation requirements (Rost et al., 2008), crop yields (Fader et al., 2010) and sowing dates (Waha et
al., 2012). For South Asia, the model has been applied to study the adaptation potential of increased
dam capacity and improved irrigation efficiency under changing climate conditions (Biemans et al.,



2013), and for the estimation of crop-specific seasonal irrigation water requirements (Biemans et al.,
2016). In both studies the irrigation withdrawals have been validated for India and Pakistan. We will
include this information in the Data and Methods section of the manuscript.

22. P13 L2: Is this realistic at all?

We stated erroneous values corresponding with relative changes in blue water consumption. The values
listed (i.e. 24%/ 42%/ 107%) represent relative increases in blue water consumption that are projected
for the mid of the 21% century (i.e. 2041-2070). The relative increases that are projected for the end of
the 21% century (2071-2100) correspond with the following values: 36% for the Lower Indus Basin,
60% for the Lower Ganges Basin, and 147% for the Lower Brahmaputra Basin. We will update the
manuscript by replacing the old values with new values.

The values are difficult to compare with those from other studies, because regional studies
investigating future changes in water consumption, using the RCP/SSP combinations, are lacking. To
the authors’ knowledge the only regional study implemented is the study of Gain and Wada (2014) in
the Brahmaputra River Basin. Nevertheless, the authors of the cited study used the SRES A2 scenario
framework to assess changes. The authors of the cited study project an approximate doubling of the blue
water consumption in the Lower Brahmaputra between 2000 and 2050 under the SRES A2 scenario,
which is often seen as similar to the RCP8.5-SSP3 scenario. These projected changes are in line with
the projected changes for the Lower Brahmaputra in our study.

23. P14 L15: This involves the value loaded assumption that all surface water can be abstracted and
consumed, leaving nothing for instream flows and flows to the ocean. And to say that 'sustainable
gw' is something in addition to surface flows is to forget that all GW recharge would normally (i.e.
in the absence of abstraction) end up as discharge (=baseflow in rivers or in coastal aquifers as
discharge directly to oceans). In other words, to count both is to double count.
As mentioned under comment 4a, double counting does not occur, because groundwater withdrawals
(i.e. abstraction from groundwater reservoirs, using (artificial) wells) prevent groundwater to be
discharged as baseflow in rivers. This also implies that in the integrated modelling approach we use
groundwater and surface water are not disconnected. When upstream groundwater withdrawals occur,
baseflow reduces, which eventually affect downstream surface water availability. Further, in the LPIJmL
model it is possible to abstract all the available surface water locally, from neighbouring grid cells, the
upstream located reservoirs or the canals before groundwater can be withdrawn. However, not all the
water that is abstracted is also consumed. Water can be lost during conveyance by open water
evaporation or as a return flow into the river network. After the application to the field, again only a part
of the water will be used for evapotranspiration (i.e. blue water consumption). The remaining part will
recharge groundwater or will discharge as a return flow to the river. We will update the model
description to clarify that not all withdrawn water is consumed, and that a part of the withdrawn water
is discharged in the river as a return flow.

24. P16 L6: Will farming actually adapt to the shorter growing season or will it try to compensate for
the higher temperature through extra irrigation?

In LPIJmL, the phenology of a crop (i.e. represented by a single period between sowing and crop
maturity) is defined by the accumulated amount of growing degree days (GDD) a crop needs to reach
physiological maturity. Thereby, the daily number of GDD is highly depending on temperature, and is
defined as the difference between the daily average temperature and a crop-specific base temperature.
This means under higher temperatures, the daily number of GDD is higher, and the accumulated amount
of GDD (or heat units) necessary for crop maturity is reached earlier, but with lower yields. This means
that the growing season for a specific crop becomes shorter. This will not necessarily influence the
farmer decision to adapt. However higher temperatures also mean a higher risk for heat stress, which is
therefore a likely reason for the farmer to adapt by compensating higher temperature through extra
irrigation. We will add this point to the discussion.

25. P16 L16: Unless the other studies used some 'maximum limit' on C as a fraction of A, the fact that
they use C/A and this study uses C-A should make no difference to the results.



We agree with the reviewer that the difference in water scarcity indicators among different studies
should not make a difference in the water scarcity trends that are projected. However, in terms of
absolute numbers the use of different water scarcity indicators among different studies can hamper the
comparison of outcomes between those studies. Therefore, we emphasized that the differences between
our study and other studies are related to the use of different modelling approaches and scenarios or the
use of different water scarcity indicators.

26. P17 L23: More generally, the cropping decisions in this model are not endogenously determined,
which in fact they would be
We refer to minor comment 19.

27. P18 L15: Downstream DEPENDENCY woulld be large only if there is high use of the water that
comes from the upstream. The fact that downstream AVAILABILITY is much higher than upstream
availability is due to the terrain and rainfall pattern: | & G catchments in the Himalayas get high
rain, whereas catchment of B which is in Tibet does not.

Figure 3 of the manuscript shows the surface water availability for the four seasons that prevail in South

Asia. It shows that especially during the melt season and the monsoon season the water availability is

higher in the upstream regions of the Indus and Ganges basins than in the respective downstream regions

(i.e. which can be less than 100 mm/year in the downstream regions of the Indus basin). This can mainly

be attributed to the high melt contributions in the upstream Indus (more than 80% at Besham Qila;

Wijngaard et al., 2017) and the high precipitation in the upstream Ganges. In the Brahmaputra basin,

the difference in water availability between upstream and downstream domains is smaller, but still the

upstream part receives over 3000 mm precipitation per year. It indicates that the downstream
dependency on upstream water resources is large, especially in the Indus and Ganges basins. This is also
indicated by the relative contributions of mountain water to the total discharge at the river outlets of the

Indus, Ganges, and Brahmaputra. Relative contributions can reach up to about 80% at the outlets of the

Indus and Brahmaputra, and up to about 60% at the outlet of the Ganges (Biemans et al., in prep.).

28. P18 L16: Could this simply be an artefact of glaciers melting, thereby generating much more rapid
runoff in the Himalayas?

This cannot be seen as an artefact. The projections for the upstream domains show increases in ice

melting and precipitation in the Indus river basins, and an increase in precipitation in the Ganges river

basin. The increased ice melting and precipitation eventually result in increased runoff in the Himalayas.

29. P18 L26: Isn't this within the uncertainty of the models?
We refer to comment 3.

30. P18 L29: Shouldn't this have been fairly obvious, the moment one considers the climate predictions

for this region, and knowing the socio-economic trends in this region?
Yes, it is should be obvious that socio-economic development is a key driver in the evolution of the
South Asian water gap, whereas climate change works as a decelerator. Though it is obvious, there has
not been a study so far, quantifying the impacts of climate change and/or socio-economic development
on the evolution of the water gap in the IGB by using a high-resolution modelling approach that
considers seasonal variations and which is forced by a set of (combined) climate change and socio-
economic scenarios.

31. P23 L5: Cannot find this reference. Is it published? Or submitted?
The reference of Lutz et al. (under review) belongs to a publication that is currently under review.

32. P28: Please indicate the source of this data.
To derive this map, we have extracted data from the MIRCA2000 dataset (Biemans et al., 2016;
Portmann et al., 2010). We will add a reference to the caption of the figure.
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