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Dear Prof. Bernhardt, dear reviewer,

We thank the reviewer for acknowledging the value of our work and his/her feedback. We have
taken into account his/her suggestions and we would like to answer to his/her comments. We have
not yet uploaded the updated version of our manuscript but will do so as soon as it has been revised
according to a second reviewer’s comments.

Below, we describe step by step which comments have led to which changes in the revised
manuscript. Our replies to the reviewers’ comments are written in blue and italic to distinct them
from the reviewers’ comments.

Thank you for your efforts with our manuscript. We hope that you will find the revised version
suitable for publication in Hydrology and Earth System Sciences.

On the behalf of all co-authors,
Yours sincerely,

Manuela Brunner

Reviewer 1:

GENERAL COMMENTS.

This is a nice paper: it is clear, well written, it deals with a problem of interest for the readers, and
introduces several elements of novelty, which are well combined together in an appropriate way.
Therefore, | may anticipate that | am in favour of having this work published. However, a few critical
issues must be fixed before acceptance. Below, please find some indications: the objections should
be read in a constructive way, since they may help the Authors improve the paper. As a final note, for
the benefit of unskilled readers and practitioners, the Authors should provide some basic and
thorough references involving seminal books, papers, and guidelines about copula modeling, like
writing: “For a theoretical introduction to copulas, see Nelsen (2006); Joe (2014); Durante and Sempi
(2015); for a practical/engineering approach, see Genest and Favre (2007); Salvadori and De Michele
(2007); Salvadori et al. (2007). In particular, elementary Guidelines for using copulas are illustrated in
Favre et al. (2004); Salvadori and De Michele (2004); Salvadori et al. (2014) (and references therein)
for multivariate frequency analysis and design, and in Salvadori et al. (2015, 2016) for a multivariate
structural approach.”

Reply: Thank you for pointing out that more basic references on copula theory should be provided.
We have added the references suggested by the reviewer.

SPECIFIC COMMENTS.

Page(s) 1, Line(s) 15-16. Author(s). The Fisher copula is therefore a suitable model for the stochastic
simulation of flood event sets at multiple gauged and ungauged locations.



Referee. Such a claim is too strong and general, since it is based on a single case study: please make
it weaker.

Reply: We have weakened the statement.

Page(s) 5, Line(s) 5—6. Author(s). First, flood events were identified at a local scale for each individual
station using a peak-over-threshold approach with the 0.9975 quantile as a threshold.

Referee. Is this the 99.75% quantile of the empirical distribution of the hourly data collected at each
station? Did | get it right?

Reply: Yes, this is correct. We have clarified this in the text.

Page(s) 5, Line(s) 9-10. Author(s). This procedure allowed for the composition of an event set with
events during which at least one station exceeded its 0.9975 quantile.

Referee. If | understand it correctly, the Authors use a multivariate “OR” Hazard Scenario approach,
as thoroughly conceptually defined and discussed in Salvadori et al. (2016): please make the point
clear.

Reply: This is correct and was specified in the text.

Page(s) 5, Line(s) 15-16. Author(s). Criterion one was a low variability of the ranks of one event
across different stations (standard deviation of ranks j 50). . .

Referee. The explanation is somewhat obscure, and maybe | did not get it right. Why using the
standard deviation of the ranks and not of the observations? The ranks are the same for all stations
(i.e., integers from 1 to N), and cannot express the actual intensity/magnitude of the phenomenon.
To be clear: the observations may have the same ranks at two different stations, but the discharges
measured at one station may be, say, 10 times larger than the ones observed at another station.
Please make the point clear, and similarly for Criterion 2.

Reply: Thank you for pointing out that our explanations were not sufficient for a good understanding.
We worked with ranks instead of observations to enable a comparison of values measured in
catchments with different sizes and therefore event magnitudes. We specified in the text that an
event could have a low rank in one series but a high rank in another series, which would lead to a high
variability in ranks across stations. On the contrary, an individual event could be assigned similar
ranks at different stations, which would lead to a low variability in ranks across stations.

Page(s) 6, Figure(s) 2. In the caption of Figure 2, the Authors may add that patterns of positive
association are clearly visible in all cases.

Reply: This sentence was added to the caption.

Page(s) 6, Line(s) 9—-10. Author(s). It shows that there is a dependence. ..

Referee. The Authors may add that, in particular, the variables are in general positively associated.
Reply: This was specified.

Page(s) 6, Line(s) 11-13. Author(s). Both upper and lower tail dependence were present in the data
according to the estimator of Schmidt and Stadtmuller (2006) which needs to be used with care since
it provides unreliable estimates for small sample sizes (Serinaldi, 2015).

Referee. The Authors correctly warn the reader about the problems concerning the estimate of the
Tail Dependence coefficients. However, later (e.g., at page 19), they write sentences like “this model
fits the tail dependence better than the other model”. | would suggest to check the manuscript, and
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change (if not discard) claims like the one mentioned above. In fact, given the uncertainty of the
estimates of the Tail Dependence coefficients (if not “randomness” of the estimate, as in the
numerical experiments under controlled conditions | personally carried out using the same
estimators suggested by the Authors), | think it could be dangerous to use, and to rely on, the notion
of Tail Dependence.

Reply: Thank you for stressing this important point. We have added a sentence to the Discussion
which again points out the deficiencies in currently available tail dependence estimators. We find it
generally very difficult how to address this issue in scientific publications. On the one hand, tail
dependence is said to be an important statistical property of the data and important for making
suitable model choices, but on the other hand, we do neither have sufficiently long data series nor
appropriate tools to quantify it.

Page(s) 7, Line(s) 4-5. Author(s). We used river distance as a distance measure since it has a
hydrological meaning.

Referee. This is an interesting point, and may provide a valuable solution: I like it!
Reply: Thank you.

Page(s) 7, Line(s) 14-15. Author(s). The generalized extreme value distribution (GEV) (Coles, 2001)
was not rejected for both types of events according to the Kolmogorov-Smirnov test statistic (level =
0:05).

Referee. This is a critical statistical point: how was the p-value computed? In fact, as is well known
(e.g., simply read the help of Matlab), the KS test requires that the theoretical distribution be known
a priori, it cannot be the fitted one. In the latter case, suitable (but simple) Monte Carlo techniques
can be used to estimate an approximate p-value. Please clarify the issue.

Reply: Thank you very much for pointing out this critical point. We got aware that using the
Kolmogorov-Smirnov test on estimated parameters as done in the previous version of the manuscript
was not appropriate. We now use the Anderson-Darling test instead. This test was found to be
appropriate for testing the validity of different families of skewed distributions such as the
generalized extreme value distribution when unknown parameters have to be estimated from the
sample (Chen & Balakrishnan, 1995). This test is implemented in the R-package gnfit by (Saeb, 2018).

Page(s) 7, Line(s) 24-15. Why the Y-coordinate is not present in the case of the Location parameter?

Reply: We applied stepwise backward regression to identify those explanatory variables which could
significantly improve predictions of the location parameter. The Y-coordinate was not found to be one
of these predictors.

Page(s) 7, Line(s) 29. Author(s). They resulted in absolute prediction errors over the ten stations of
0.11, 0.21, and 0.15 respectively.

Referee. This result is somewhat difficult to interpret from a practical point of view: please provide
some explanation.

Reply: We point out that already the use of the regional marginal model leads to prediction errors.
However, the marginal models were not the focus of this study and more sophisticated methods could
be thought for improving these errors as mentioned in the Discussion section.

Page(s) 9, Line(s) 7—ff. Author(s). . . . the d-dimensional Fisher copula can be expressed by. . .



Referee. In the definition of the Fisher copula, it is not clear what the €’s are. The mathematical
notation used is confusing (as well as in the cited original paper by Favre et al., 2018). Are these
variables/parameters continuous or discrete, as it seems (the braces notation {—1, +1}¢ does not
help)? It is not clear whether they just take the values -1 and +1, or all values in the subset (open?
closed?) (-1; +1). Please clarify the issue. Furthermore, considering a practical perspective, what is
the “role/contribution” of the €’s to the dependence structure? How do they affect the copula?
Sorry, | am puzzled: a better explanation would help the reader.

Reply: We agree that a clarification is necessary. {-1,1} means ¢ takes either the value -1 or 1. This
notation is used in order to obtain a compact expression for the copula. This compact expression has
been first introduced by Quessy et al. (2016) for the bivariate chi-square copula replacing the
mathematical function sign and an absolute value (see equation (5) in Quessy et al. (2016)). Here, as
we have a d-dimensional Fisher copula; we use the notation {—1,+1}%. The parameter € enters in
the definition of the copula and does not have a particular role with respect to the dependence
structure.

Page(s) 10, Line(s) 2-3. Author(s). Max-stable processes assume asymptotic dependence (i.e.
dependence will not disappear at very large distances). . .

Referee. This claim is not clear: asymptotic dependence looks like a mathematical (analytical)
property: what is the notion of “distance” mentioned by the Authors? Is it a physical/geographical
distance? Please make things clear.

Reply: Thank you for pointing out this unclarity. We have specified in the text that with distance, we
mean the distance between two stations.

Page(s) 10, Line(s) 12. Author(s). To get values on the original scale, these values had to be back-
transformed.

Referee. Practically, the Authors used a Probability Integral Transform procedure, isn’t it?
Reply: Yes, this was specified in the text.

Page(s) 10, Line(s) 15. Author(s). The most suitable model was defined as the one that best
reproduced the observed data.

Referee. This sentence is “void”, since no criteria are specified to define the notion of “best
reproduced”. Please fix this claim.

Reply: We have removed this sentence and rephrased another sentence in this paragraph.

Page(s) 10, Line(s) 16. Author(s). . . . no quantitative goodness of fit test is available to help in
selecting the best model. . .

Referee. This sentence is (statistically) questionable: a GoF test can only be used to reject a
distribution, surely it CANNOT / MUST NOT be used to select a distribution. Please fix this claim.

Reply: We agree and have rephrased the sentence.

Page(s) 11, Line(s) 10-ff. Usually, in hydrology, an elementary way to test a procedure for ungauged
sites is to check it by using all gauged locations except one, whose records are known (but are
supposed to be unknown). It is not clear whether the Authors followed this approach. If not, first the
Authors should use this protocol, and exclude, one at a time, each one of the known stations, and
check how, and to what extent, the model they propose is able to reproduce the known (but
discarded) data.



Reply: Thank you for suggesting to do leave-one-out cross-validation for validating the simulated
correlation structures. We have followed this procedure as suggested and found that the correlation
matrices resulting from the simulated data established based on a reduced dataset consisting of nine
gauged and one ungauged station were similar to the correlation matrix of the observed data. For
completeness, we include these results in the answer to the reviewers. However, we did not include
them in the paper since it is already quite long.

Observations Station 1 left out Station 2 left out Station 3 left out Station 4 left out Station 5 left out
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Figure 1: Kendall’s tau matrices of the observations and simulated datasets obtained by fitting a Fisher copula on nine catchments and
applying the interpolation procedure to ungauged catchments on the remaining station.

Page(s) 13, Line(s) 1-2. Author(s). The samples generated using the dependence models and back
transformed using the regionalized GEV parameters showed a very similar picture to these
regionalized marginal distributions.

Referee. Is it possible to provide a table of p-values? Visual statistics is intuitive, but some more
“objective” results would be better.

Reply: We have added a table containing the p-values obtained by doing the Kolmogorov-Smirnov
test.

Page(s) 13, Line(s) 4. Author(s). Figure 6 shows the F-madogram of the observations and the
different dependence models.

Referee. Figure 6 is confusing. | would suggest to use a 4x2 frame, and show all the plots of individual
comparisons: this would make graphically clear the ability of each model to fit (or not) the data.

Reply: Thank you for this suggestion. We have adjusted the figure as suggested, which helped to
increase readability.

Page(s) 17, Figure(s) 8.

To the best of my knowledge, the Tail Dependence coefficient ranges from 0 to 1: why the colorbar
ranges from -1 to +1? Just a software feature?

Reply: We have fixed the legend.

Page(s) 17, Line(s) 13-14. Author(s). Similarly, the Gumbel copula was not able to model the
dependence structure in the data despite its asymmetry.

Referee. The Authors should make the claim more precise. The Gumbel copula is symmetric, being
Archimedean: the asymmetry concerns the tail dependence (only upper, not lower). Please fix the
sentence.



Reply: Thank you for pointing this out. We have made the specification.

Page(s) 19, Line(s) 15-16. Author(s). Currently, to our knowledge, no copula model in more than
three dimensions is available which models asymmetric lower and upper tail dependence.

Referee. Intuitively, this should be possible by using the Khoudraji-Liebscher copulas introduced by
Durante and Salvadori (2010), but | did not check it.

Reply: Khoudraji has first developed a family of bivariate asymmetric extreme value copula in his PhD
thesis (Khoudraji, 1995). This family of copula is very general and it has been then generalized by
Durante & Salvadori (2010) in d-dimensional space. The family depends of two copulas (called A and
B in equation (8) of Durante & Salvadori (2010). To our knowledge the tail dependence of these type
of copulas have not been computed and studied. We believe that it would be possible to find
appropriate A and B copulas in order to model asymmetric tail dependence. This has been added as a
perspective.

Page(s) 20, Line(s) 5-6. Author(s). However, more sophisticated regionalization techniques such as...

Referee. The Authors may also consider mentioning recent regionalization approaches entirely based
on copulas, such as the ones outlined in Grimaldi et al. (2016) and Pappad'a et al. (2018).

Reply: Thank you for pointing out these approaches which we have added to the Discussion.
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