
Response to the comments of Anonymous Referee #1 published on August 31, 2017 concerning the 
manuscript with reference number: hess-2017-394. 
 
We would like to thank Referee #1 for his/her insightful feedback. Our responses to the specific points 
raised by the referee are provided below. Please note that the referee’s comments will be presented in 
italics, preceded by a “C”, while the corresponding authors’ responses will be presented in normal 
typeface with a blue font, preceded by an “R”. For some responses, the text which was changed or 
added to the manuscript (based on suggestions from the referee comments) is quoted and placed under 
“Specific author changes”. Please note that the pages and line numbers provided in this document are 
from the original version of the manuscript. 
 
 
General Comments 
 
C1: The paper compares the numerical results of PDFs of the state variables of an unsteady open-channel 
flow to Monte Carlo reference simulations. The PDF equations are derived in a companion paper. The 
mean discharge, the mean flow velocity, the mean flow depth, and the PDFs of the discharge are 
compared in detail.  
The comparison of the numerical results of the method derived in the companion paper is of interest, but 
some important points are missing, which will be addressed in the comments below. 
 
R1: We would like to thank the referee for their review, and we will be addressing the specific points in 
our responses below. 
 
 
Specific Comments 
 
C2: Please shorten your manuscript. It has too many repetitions and some statements are obvious. 
 
R2: Following the referee’s suggestion, we have worked on adjusting the manuscript to remove any 
repetitions and obvious statements. On the other hand, we would like to note that we have added some 
text in several places of the manuscript as a response to some of the comments from the two Referee 
Comments and the Short Comment posted for this manuscript.  
 
 
C3: In the abstract, on l. 1, you state that you use a "newly proposed Fokker-Planck Equation (FPE) 
methodology", whereas on p. 2, l. 32, you state that such a methodology has been applied many times. 
Please be more specific about what exactly is new about your methodology. 
 
R3: After rereading the abstract and the introduction with the referee’s point in mind, we understand 
how the writing may have been unclear concerning the novelty of the methodology being used. In fact, 
what was meant by the “methodology” mentioned on Page 2: Line 32 (of the original manuscript) was 
the “technique” developed by Kavvas (2003). This technique has been applied to other processes with 
different governing equations where FPEs specific to those processes were obtained and applied 
successfully. However, to the authors’ knowledge, the technique had never been applied to the Saint-
Venant equations to tackle the unsteady open-channel flow problem. As such, the novelty of the 
proposed FPE methodology that was developed in the companion paper was to figure out how to apply 
the Kavvas (2003) technique to the Saint-Venant equations, and then to go forth with developing the 



FPE that is specifically for the stochastic unsteady open-channel flow process, which has not been 
developed before. As such, changes have been made to the abstract as well as to the second half of the 
introduction in order to clarify this matter to the reader. 
 
Specific author changes 
In the abstract, the second sentence now reads as follows 
 

“This methodology computes the ensemble behavior and variability of the unsteady open-channel 
flow process by directly solving for its time-space evolutionary probability distribution.” 

 
 
The second half of the introduction has been considerably adjusted, and now reads as follows 
 

“ In order to circumvent having to solve the Saint-Venant equations repeatedly for a large number 
of times, this study uses a new methodology that solves for the time-space evolutionary probability 
distribution of the unsteady open-channel flow process in only one simulation. From this probabilistic 
solution, one can then obtain the ensemble mean and ensemble variance of the process as they 
evolve in time and space. This new methodology is proposed, explained, and derived in the 
companion paper by Dib and Kavvas (2017), which makes use of the ensemble averaging technique 
developed in Kavvas (2003) to obtain a Fokker–Planck Equation (FPE) that specifically describes an 
unsteady open-channel flow process. Some other hydrologic processes have been successfully 
simulated by following a similar procedure, which involved applying the ensemble averaging 
technique of Kavvas (2003) to their corresponding governing equations and obtaining the FPEs 
specific to their case. These include: unsaturated water flow (Kim et al., 2005a), root-water uptake 
(Kim et al., 2005b), solute transport (Liang and Kavvas, 2008), snow accumulation and melt (Ohara et 
al., 2008), unconfined groundwater flow (Cayar and Kavvas, 2009a, b), as well as kinematic open-
channel flow (Ercan and Kavvas, 2012a, b). 

Note that in addition to producing the statistical properties in a computationally efficient 
manner through one simulation, the FPE methodology developed for the unsteady open-channel flow 
process directly solves for, and is linear in, the probability density of the dependent variables. 
Moreover, while this methodology assumes a finite correlation time for the considered process, it 
does not make any linearization assumptions and it does not have limitations on the working range of 
the parameter space.  

Therefore, in the wake of the preceding discussions, the first objective of this study is to use the 
FPE methodology derived in the companion paper for the unsteady open-channel flow process (Dib 
and Kavvas, 2017) and to apply it to a representative stochastic unsteady open-channel flow problem 
in order to solve for the probability density of the state variables of the flow process and to provide a 
quantitative description of the expected behavior and variability of the system in one single 
simulation. The second objective is to evaluate the performance of the proposed methodology and to 
validate its results by comparing the statistical properties of the flow variables computed by the FPE 
methodology against those calculated by the MC approach.” 

 
 
C4: Please provide more information about the numerical setup of the MC simulations, like details about 
the finite-difference scheme, time step, grid size, parallelisation, ... 
 
R4: Following the referee’s suggestion, additional information has been provided regarding the MC 
simulations. 



Specific author changes 
Technical information has been added directly before Section 3.1 (on Page 6: Line 14): 
 

“Note that all simulations for the MC approach and the FPE methodology were run on a computer 
having 16 GB of RAM and an Intel i7 processor with four cores, each core having a base frequency of 
2.40 GHz and a maximum frequency of 3.40 GHz.” 

 
 
The below information has been added at the beginning of Page 7: Line 6: 
 

“For this study, the characteristic form of the Saint-Venant equations was discretized in an explicit 
manner by substituting the time derivatives with their first order finite-difference forms, as detailed in 
several references, e.g., Viessman et al. (1977) and Sturm (2001). The values of the dependent 
variables at the new time steps were computed at the points of intersection of the positive and 
negative characteristic curves, which rendered the final solution on an irregular x–t grid. These 
computations were parallelized and run over all four available cores (with no hyperthreading). The 
solution was then interpolated onto a rectangular grid, with a Δx of 75 m and a Δt of 3 min, by using 
a parallelized process which optimized the computational time by running the simulations over the all 
four available cores.” 

 
 
C5: The paper will benefit from a plot of the standard deviation of the discharge dependent on the 
position and the time, analogue to figure 1. Please add such a plot 
 
R5: The referee’s suggestion was followed as detailed below.  
 
Specific author changes 
The requested plot has been added to the manuscript and denoted as Figure 8, and it is as follows: 
 

 
Figure 1. Standard deviation of flow discharge over channel position and time obtained by (a) the FPE methodology and (b) the 
MC approach. 

 



Moreover, a discussion regarding this figure has been added in the Discussion section on Page 10: Line 
23 as follows: 
 

“Fig. 8 shows a comparison of the standard deviation of the flow discharge over space and time as 
computed by the FPE methodology and by the MC simulations. Both plots of this figure reveal that the 
standard deviation experiences two triangular areas of high values, the earlier in time being generally 
higher than the later, and both areas showing a stronger intensity further downstream. While the 
general resemblance of the FPE plot to the MC plot is good, the second area of elevated standard 
deviations is more compact in the FPE results and shows slightly lower values than those of the MC 
results. In an attempt to study such differences more closely, cross sections of both plots from Fig. 8 
at specific times and at specific channel locations were compared individually (Figs. 9 and 10), in a 
manner similar to the ensemble average plots discussed previously.” 

  
 
C6: Your choice for 1000 Monte Carlo realisations seems arbitrary. This is especially problematic when 
comparing the computational times of the MC simulations and the FPE simulations. Please add a 
comparison of MC simulations with fewer realisations, resulting in about 7 hours of computational time, 
like the FPE simulations, to the MC results with 1000 realisations. If one is only interested in the 
ensemble averages, it is very likely that fewer ensemble members will be sufficient for accurate results. 
This implies that you compare the results for the ensemble averages and also for the standard deviations 
with 1000 and fewer realisations. Maybe also add the results for 500 realisations. Furthermore, MC 
simulations are predestined for parallelisation. Neither did you write if the MC simulations where 
computed in parallel, nor did you incorporate this in your comparison of the computational times 
between the two different approaches. How difficult would it be to parallelise the numerical scheme of 
the FPE method? 
 
R6: While it is true that a lower number of Monte Carlo (MC) realizations may be sufficient for 
accurately calculating the ensemble average of the process, this study is concerned with comparing not 
only the ensemble averages but also the standard deviations in order to determine the variability of the 
system considered. As such, the number of MC realizations must be large enough to numerically 
approximate, with sufficient accuracy, the second moment of the stochastic quantities for the problem 
at hand.  
 
To discuss this issue, and following the referee’s comment above, we ran the MC simulations with 50, 
100, 200, and 500 realizations and we compared the flow discharge ensemble averages and standard 
deviations against those obtained from our 1000-realization run used in the manuscript. We plotted the 
percent relative differences of these simulations as compared to the results obtained from the 1000 
realizations (Figure 2 and Figure 3 below). 
 
From Figure 2, it is clear that the number of MC realizations affects the accuracy of the computed 
ensemble average flow discharge, but not too significantly (among the realizations shown). While 
increasing the number of realizations provides greater agreement with the results of the 1000-
realization run, the relative difference was still low, even for the 50-realization run (a maximum of 
around 2.8%). Therefore, the number of realizations required for comparing the ensemble averages can 
be much smaller than 1000, with not much loss of accuracy. 
 
However, the same cannot be said regarding the standard deviations of the flow discharge. In fact, it is 
very clear in Figure 3 that the number of realizations is extremely important in determining the accuracy 



of the standard deviation results. When compared to the 1000-realization run, the standard deviations 
show absolute differences that reach or exceed 65% for 50 realizations, 35% for 100 realizations, 20% 
for 200 realizations, and 15% for 500 realizations. Therefore, while 1000 MC realizations may seem like a 
large number at first, the comparisons here show that this number of realizations is necessary to 
produce a sufficiently accurate computation of the standard deviation for the problem at hand. 
 
As for the referee’s comment regarding parallelization, we would like to note that the 1000-realization 
MC run simulated for this study was parallelized and run over four cores (with no hyperthreading), thus 
noticeably reducing the computational time as compared to an un-parallelized run. With such 
parallelization, the timing of the MC run with 1000 realizations was almost around 2.5 days, as stated in 
the manuscript. Using the same parallelization, we found that a MC run with 100 realizations took 
around 7 hours, which is similar to the time taken by the FPE methodology. However, as seen in the 
previous discussion, 100 realizations are not enough to provide sufficiently accurate results for the 
standard deviations, and thus we believe it would not be of much benefit to add these results to the 
comparison against the FPE methodology. Moreover, including in the manuscript such a comparison, as 
well as a comparison against 500 realizations, may cause a digression from the main idea of the 
manuscript, which is to gauge the performance of the FPE methodology. Therefore, we believe it would 
be preferable not to add such comparisons; however, we added some text informing the reader of the 
parallelization of the MC simulations, as we detailed in our reply R4 above, as well as to clarify our 
choice of 1000 simulations in the manuscript (the added paragraph is quoted at the end of this reply). 
 
Finally, concerning parallelizing the numerical scheme of the FPE methodology, the following may be 
said. If we observe the computational times of the implicit numerical solution of the FPE methodology, 
the portion of the code requiring the largest time turns out to be the filling out of the coefficient matrix, 
especially when the discretizations for α and β are small. Therefore, parallelizing this portion of the code 
may allow one to reduce the computational time of this method. We believe that the difficulty in such 
parallelization is not too high. After deciding on the number of cores over which the parallelization will 
occur, one can adjust the code portion containing the loops that fill out the coefficient matrix in a way 
that divides the loops onto the different number of cores. As such, the coefficient matrix will be filled 
out in a shorter period of time.  
  



 
Figure 2. Percent relative difference for the flow discharge ensemble average obtained from MC simulations with 50, 100, 200, 
and 500 realizations, when compared to the results obtained from 1000 realizations. 

 

 
Figure 3. Percent relative difference for the flow discharge standard deviation obtained from MC simulations with 50, 100, 200, 
and 500 realizations, when compared to the results obtained from 1000 realizations. 



Specific author changes 
Text was added to clarify further the choice of 1000 MC simulations by adjusting the paragraph on Page 
7: Lines 14-19 to read as follows: 
 

“ Following the preceding discussion, the Saint-Venant equations were deterministically solved for 
a total of 1000 times, each time using a different realization of n that was generated based on the 
PDF chosen in Sect. 3.1. While a lower number of realizations may have been sufficient for accurate 
computations of the first moment, it would not have been sufficient for the accurate computations of 
the second moment. In fact, the standard deviation of the flow discharge computed using 50, 100, 
200, and 500 realizations showed absolute relative differences that reached 65%, 35%, 20%, and 15%, 
respectively, when compared to the results of the 1000-realization run. Therefore, the number of 
realizations in this study was selected to be large enough to numerically approximate, with sufficient 
accuracy, both the first and the second moments of the stochastic quantities of the problem at hand.” 

 
 
C7: On p. 11, l. 20 you write that the numerical errors caused by the spatial and temporal discretisation 
could lead to discrepancies in comparison to the MC results. Please check this by performing simulations 
with higher and lower resolutions of the spatial and temporal discretisation. 
  
R7: With the Courant condition being used to limit the time step in the FPE runs, the temporal 
discretization becomes variable during a simulation, while also being affected by the α-β discretization. 
So there is no user-decided constant time step for the FPE simulation. However, the main effect that 
was alluded to by the phrase quoted by the referee is the one occurring due to the discretization in the 
α and β dimensions. This is because using relatively large α and β discretizations may cause 
discrepancies in the FPE results. Therefore, following the referee’s suggestion, we ran the FPE 
methodology using several discretizations to test what differences may incur. The discretization in the α-
β plane used for the results in the manuscripts was Δα = Δβ = 0.5, and will be presented as 0.5x0.5 
(ΔαxΔβ). The additional FPE runs were done with several discretizations, some with higher and some 
with lower resolutions. Sample results of these are shown for the discharge and its standard deviation in 
Figure 4 and Figure 5, respectively.  
 
In both of these figures, the subplots on the left show the plots of the discharge or standard deviation of 
the discharge of all the different discretizations attempted, along with the MC results (thick red line). 
Whereas, the subplots on the right show only the few high-resolution discretizations that are close to 
the one used in the manuscript.  
 
Looking at both figures, one can notice a clear difference in the results when the FPE methodology is run 
with lower resolutions. In fact, such a difference is clear in the discharge results (Figure 4, left subplots) 
and is even more prominent in the standard deviation results (Figure 5, left subplots). However, the 
subplots on the right show that the higher resolutions provide plots that converge to the same locations, 
and that are the closest to the MC results. These resolutions included the one used in the manuscript 
(0.5x0.5) as well as 0.25x0.25, 0.33x0.33 and 1x1, all of which provide similar results. As such, from these 
figures, it is clear that the resolution used in this study was high enough not to incur any major 
discrepancies in the FPE results, but that there is a high possibility for such discrepancies to occur if 
lower resolutions are used.   
 
 



 
Figure 4. Plots of discharge results obtained from the FPE methodology solved using different α-β discretizations. The results of 
the Monte Carlo (MC) simulations are also plotted for comparison (thick red line). The figures on the left show all the different 
discretizations attempted; the figures on the right show only the few discretizations closest to the one used in the manuscript 
(0.5x0.5). 



 

 
Figure 5. Plots of the standard deviation of discharge results obtained from the FPE methodology solved using different α-β 
discretizations. The results of the Monte Carlo (MC) simulations are also plotted for comparison (thick red line). The figures on 
the left show all the different discretizations attempted; the figures on the right show only the few discretizations closest to the 
one used in the manuscript (0.5x0.5). 



C8: Please comment on the implications for applications, like flood forecasting, of the errors made by the 
FPE approach. 
 
R8: Following the referee’s comment, we comment on this issue as detailed below. 
 
Specific author changes 
Text was added to the beginning of the paragraph starting on Page 11: Line 22 as follows: 
 

“Such discrepancies may be faced when using the FPE methodology in engineering flow applications, 
such as flood forecasting and flood control. The variability of the flow in flood forecasting 
applications, for example, may be underestimated at the downstream end of the reach, specifically 
during the later time periods. This would impact the range of flows that are forecasted to occur at the 
downstream end.” 

 
 
C9: On p. 13, l. 12-13 you state that it is an advantage that the simulation can be performed in only one 
run, but you do not motivate why this is an advantage. For parallelisation, it is even a disadvantage. 
 
R9: As described in the manuscript, one of the advantages of having the simulation performed in only 
one run is the reduced computational time and expense required as compared to the MC simulations. 
However, while such an advantage may not seem immense when only one uncertain parameter is 
involved (especially with the possibility of parallelizing the MC simulations), the advantage becomes 
much more prominent when the governing equations involve a larger number of uncertain parameters 
and boundary conditions. In this case, the computational expense of MC simulations would 
exponentially increase due to the higher number of simulations needed to maintain the desired 
accuracy in the results, thus significantly increasing the computational time regardless of parallelization. 
On the other hand, the FPE methodology would only require simple adjustments of the FPE in order to 
account for the additional uncertainties. After that, the FPE would be solved in the same way as was 
done for this study, with barely any implications on the computational expense (more details regarding 
possible changes to the FPE in such a situation are provided in our reply to C4 of Referee #1 for the 
companion paper). The advantage is made clearer to the reader in the Conclusion as detailed below. 
 
Specific author changes 
The second half of the second paragraph of the Conclusion section (Page 13: Lines 11-15) was adjusted 
as follows: 
 

“Moreover, the FPE methodology results were obtained by running only one simulation, as opposed 
to the large number of simulations performed by the MC approach. Such an advantage becomes 
prominent with a greater number of uncertain parameters and boundary conditions, in which case 
the computational expense of the MC simulations that is needed to preserve the desired accuracy 
would exponentially increase. On the other hand, only simple adjustments would be required for the 
FPE, which could then be solved as was done in this study, with minor implications on its 
computational expense. Therefore, the results obtained in this study indicate that the proposed FPE 
methodology may be a powerful and time-efficient approach for predicting the ensemble average 
and variance behavior, in both space and time, for the unsteady open-channel flow process under an 
uncertain roughness coefficient, hence being an approach that would be essential for engineering 
flow problems.” 

 



C10: The discussion of the results lacks some points or is partly in contrast to what the figures show. 
Figures 3c,d show a slight decrease of discharge at early times with the FPE method, how do you explain 
that behaviour? Please explain the offset of the standard deviation at time t=0 for the FPE results. In 
figure 8c, the FPE result does not reproduce the decrease of the standard deviation. How do you explain 
the variation of the standard deviation at early times from the MC simulations in figure 8d? Figures 9 
and 10 show more of a qualitative match of the results, than a quantitative match. 
 
R10: The referee’s questions are addressed by adding some discussion and adjusting some discussion 
within Section 4. Small changes have been made in several locations, but the main addition is detailed 
below. 
 
Specific author changes 
Discussion has been added in between the two sentences shown on Page 11: Line 7; the added text 
provides the following explanation: 
 

“However, the standard deviation of the FPE methodology shows an offset at time t = 0 when 
compared to the MC simulations, which can also be noticed at the upstream positions of Fig. 9. Recall 
that the initial and upstream flow discharge is assumed to be known. Nonetheless, a single known 
value of the flow discharge, when joined with a spread of roughness coefficients due to the 
uncertainty involved, leads to an unavoidable spread in the velocity and depth values. Since α and β 
are functions of the velocity and celerity (and in turn, depth), this spread is translated onto the α–β 
plane of the FPE methodology. As a result, with an uncertain roughness coefficient, the only way to 
numerically represent a deterministic discharge in the α–β plane is to have a spread of probability 
mass over the values involved. The existence of this spread on a non-continuous, discretized α–β 
plane may have had the most contribution to the offset of the standard deviation at the initial times 
and positions of Figs. 9 and 10.” 

 
 
C11: Your outlook on p. 13, l. 16-20 rather belongs to the companion paper. What about faster or more 
accurate numerical schemes? How could the discrepancies be reduced? 
 
R11: The outlook mentioned by the referee has been removed from this paper and moved to the 
companion paper, along with additional details elaborating on the expansion of the methodology to 
problems with different sources of uncertainty, as recommended by Referee #1 in C9 for the companion 
paper. Moreover, a new outlook was added to this paper following the suggestion of Referee #1 above; 
it is detailed below. 
 
Specific author changes 
The final paragraph of the conclusion has been changed to read as follows: 
 

“ While the FPE methodology satisfactorily described the ensemble average and variability of the 
open-channel flow system in this study, this methodology is open to improvements especially with 
regard to reducing any discrepancies in its numerical results. Running a more comprehensive version 
of the FPE methodology, by including only some of the simplifying assumptions used in this study, 
may be one option. Another option may involve using a higher-order and more accurate numerical 
scheme for the discretization of the multidimensional FPE. As such, numerous opportunities present 
themselves for future research within this topic, all of which would be of great benefit in the further 
improvement of the proposed methodology.” 



Technical Corrections 
 
C12: The tense of your abstract makes it read like a summary, please change the tense accordingly. 
 
R12: As per the referee’s suggestion, we adjusted the tense of the abstract by changing it from the past 
to the present tense. 
 
 
C13: In the abstract you write that the total simulation period of the FPE method is smaller than that of 
the MC approach. You certainly mean computational time. 
 
R13:  It is true that we meant the computational time of the FPE method is smaller than that of the MC 
approach, and we thank the referee for his/her input regarding this point. We made the necessary 
adjustment accordingly. 
 
 
C14: Check the indentations at the beginning of chapters and after equations, please delete them. 
 
R14: Indentations have been deleted from beginning of chapters and after equations. 
 
 
C15: On p. 2, l. 31 you write that you do not limit the working space of the parameter space. What about 
parameter combinations, where the neglected cross-covariance terms become large or the system shows 
a memory? 
 
R15: As may be seen from Kavvas (2003), the uncertainty in multiple parameters (for example, besides 
the roughness parameter, also an uncertainty in bedslope, etc.) is accounted for within the resulting 
Lagrangian–Eulerian Fokker–Planck Equation (LEFPE) for the targeted stochastic process in terms of each 
parameter's variance and in terms of the cross-covariances of the uncertain parameters. Due to the 
underlying cumulant expansion theory that was used in the derivation of the particular form of the 
LEFPE for the stochastic Saint-Venant open channel flow, there is no limitation on the size of the 
variances and cross-covariances of the uncertain parameters. The only limitation for the use of the 
LEFPE is that the covariance times of the uncertain quantities in the modeling system must be finite. 
 
 
C16: You write about the conservation of particles, although no particles where introduced in your paper, 
please reformulate. 
 
R16: We thank the referee for their input regarding this point, since it is true that no specific discussion 
about particles occurs in this manuscript. Noting that the FPE can be considered as the conservation 
equation for probability mass, we reformulated the phrase in the manuscript that mentions “particles” 
and changed it from “to prevent any particles from leaving the domain” to “to prevent any probability 
mass from leaving the domain”.  
 
 
  



C17: On p. 2, l. 6 you write that parameters become random through uncertainties. You should write that 
the parameters are formulated as random functions in order to capture the uncertainties. 
 
R17: The phrasing has been adjusted following the referee’s comment.  
 
 
C18: How did you ensure that Manning’s coefficient never fell below 0.01, as described on p.6, l. 27? 
 
R18: We included the possibility of specifying a cutoff value in our code when generating random values 
of Manning’s roughness coefficient (RN), and so, ideally a cutoff value of 0.01 can be easily specified to 
truncate any generated RN values that are under 0.01. However, the mean (μRN = 0.035) and standard 
deviation (σRN = 0.005) that we used for RN in this study allowed us to generate RN values that remained 
quite far from the 0.01 cutoff value. In fact, from the 68-98-99.7 rule, we find that 99.7% of the values 
would lie between RN values of 0.02 and 0.05 (i.e., μRN + 3σRN). Therefore, while generating RN values for 
this study, we never had the need to truncate or discard any of the generated RN values because none 
of them ever fell below 0.01.  
 
Specific author changes 
The sentence of Page 6: Lines 26-28 has been adjusted as follows: 
 

“Moreover, the selected mean and standard deviation allowed the generation of n values which never 
fell below 0.01, thus complying with the fact that the roughness coefficients for flows in natural 
streams and excavated channels are always greater than 0.01 (Chow, 1959).” 
 

 
C19: The arguments of a PDF are usually separated by a semi-colon into arguments for which the PDF is 
a density and normal arguments, e.g. Pope (1985). 
 
R19: This has been corrected in all the respective equations following the referee’s comment. 
 
 
C20: The notation of the m-dimensonal delta function is confusing, drop the exponent m. 
 
R20: The expression of Eq. (9) has been adjusted following the referee’s comment. 
 
 
C21: P. 9, l. 11: What other form of energy, besides kinetic energy is dissipated due to shear 
stresses? 
 
R21: Besides kinetic energy, the other form of useful fluid energy which is dissipated due to shear 
stresses is potential energy. It has been added to the manuscript. 
 
 
C22: P. 9, l. 18: change "very minimal" 
 
R22: The phrase containing “very minimal” was deleted, following the suggestion of Referee #2 in C11.  
 
 



C23: P. 13, l. 9: I do not think that the results for the PDFs are satisfactory in general. In 
some cases they are, in others they are not. 
 
R23: We understand the referee’s point concerning the PDFs. However, we reiterate the novelty of the 
technique used in this study and the equations derived to tackle the unsteady open-channel flow 
problem in a purely probabilistic manner, which has not been previously done for this hydrologic 
process. As such, the PDF results, while not as good as may be desired, may still be considered 
acceptable results, considering that the method is capable of providing the user with not only the 
ensemble average, but also the general behavior of the system variability in an efficient amount of time. 
Also, with such a promising methodology, there is room for improvement especially concerning the 
numerical method used.   
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