
Dear Associate Editor/Reviewers, 1 

 2 

We would like to thank the editor and two anonymous referees for the time spent on reviewing our manuscript and the 3 

comments helping us improving the article. We have made corrections according to these comments and marked the 4 

amended portion in blue in the annotated manuscript. Below, we provide our point-to-point response to the comments and 5 

present the main corrections in the revised manuscript.  6 

Response to the reviewer’s comments 7 

“The authors present a study to investigate the impact of different domain sizes, vertical resolution, nesting ratios and 8 

spin-up time on a heavy precipitation event over Beijing. The simulations were forced by ERA-Interim reanalysis data 9 

available on 0.75° resolution in six hourly intervals. The different experiments were performed using three domains with a 10 

nesting approach while the innermost domain centered on Beijing. Sub-daily precipitation of the third domain was verified 11 

against a merged precipitation product in 3 hourly intervals. 12 

Generally, this type of study is of importance as domain size, vertical and horizontal resolution can either have a positive 13 

or detrimental impact on the forecast quality. Compared to the first draft, the English spelling and grammar is considerably 14 

improved.” 15 

Response: Thank you very much for the encouraging feedback. 16 

 17 

General Comments 18 

1. - For me the major concern of the study is to investigate a sub-daily heavy rainfall event and drive the model with coarse 19 

resolution ERA-Interim data. I recommend repeating at least one of the simulations by applying the high-resolution 20 

ECMWF operational analysis or ERA5 reanalysis data. 21 

Response: We really appreciate your suggestion. We agree that the quality of the forcing data is one factor that could affect 22 

the accuracy of regional heavy rainfall predictions. But in this case, our main focus is on evaluating the possible effects of 23 

the WRF domain configurations and the spin-up time at sub-daily and convective-resolving scales and emphasizing the 24 

importance of reevaluation of these model configuration aspects in regional SDHR-related applications. In addition, given 25 

that ERA5 is just available from March 2018, we think that another thorough study (in progress) is needed on evaluating 26 

this high-resolution dataset. 27 

 28 

2. - I also feel that the rescaled scores cause more confusion to the reader, rather than improving the readability. 29 
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Response: Thank you for pointing it out. The metrics are adjusted to ensure that the ideal value of all of the metrics is 1, 1 

which has been proven to be helpful for evaluation. We have added some missing information to increase the readability of 2 

the manuscript. Please see Page 11, line 7-18. 3 

 4 

Specific comments 5 

1. – From the manuscript, it is not clear to me, whether you applied one-way or two-way nesting. This information is 6 

missing for the reader. 7 

Response: Thank you for pointing it out. We use two-way nesting approach in this study. The missing information has 8 

been added in the revised manuscript. Please see Page 8, line 27. 9 

 10 

2. – The size of your innermost domain is never mentioned but this can play an important role. In case it’s just 100×100 11 

cells, you have to subtract 10(5) cells in both direction due to boundary effects so you will have an effective grid size of 9012 

×90 levels and I have a feeling that this is not sufficient at this particular high resolution. 13 

Response: Thank you for pointing it out. The grid numbers are 90×90 in Case 0, 250×250 in Case 11, and 490×490 in 14 

Case 12. We have added this missing information in the revised manuscript. Please see Page 9, line 4 and Table 1 on 15 

Page 34. 16 

 17 

3. – For a better readability, I suggest the following section ordering: 18 

Section 2 Meteorological situation: The paragraph from section 3.1 on page 7 can be moved here. 19 

Section 3 Experimental design 20 

3.1 WRF Model: The paragraph on page 5, Line 7-17 can be moved here. 21 

3.2 Model configuration 22 

- Forcing: The paragraph on page 4, starting line 24 can be moved here. 23 

- Model setup end experiments: The text between page 8, lines 5 to page 9, line 29 can be moved here. 24 

Response: Thank you for your suggestions. We have moved the first paragraph in Section 2 to Section 3.1. In addition, the 25 

subtitle of 3.1 has been amended to “Study Event Selection and WRF Physical Schemes” to increase the readability of the 26 

manuscript. Please see Page 6, line 20 and Page 7, line 21-32. 27 

 28 

4. – Abstract: What do you mean with “cumulative spatial error”? I do not find any explanation in the manuscript. 29 

Response: Thank you for pointing it out. We have amended it to “the root mean squared error”. Please see Page 1, line 21. 30 

 31 

5. – Page 2, line 24: Which period? 32 
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Response: Thank you for raising this question. Here it refers to the time when substantial improvements in the predictive 1 

skill of NWP were made at the end of the 20th century. To make it clear, the original statement has been amended to “The 2 

ice wasn’t broken until the end of the 20th century…The NWP models developed during and after this period can perform 3 

regional and convective-scale modelling and display good performance in simulating heavy rainfall.” Please see Page 2, 4 

line 21-25. 5 

 6 

6. – Page 2, line 25: Please use Skamarock et al. (2008) as reference here. 7 

Response: Thank you for your suggestion. We have added the reference as you suggested. Please see Page 2, line 26. 8 

 9 

7. – Page 3, line 18: “relatively” repeated twice. I think “relative” is not appropriate here. 10 

Response: Thank you for pointing it out. This sentence has been amended to “However, these aspects of model 11 

configuration have received less attention in regional case studies because of their insignificant effects on rainfall 12 

forecasts in coarse-resolution and long-term model simulations when compared to the physics of the WRF model.” Please 13 

see Page 3, line 17-19. 14 

 15 

8. – Page 3, line 21: I do not agree here. For sure there are studies about this topic. 16 

Response: Thank you for raising this question. Here, we use “Generally” to express that in most regional case studies, the 17 

model configuration aspects, such as the spatial resolutions and the spin-up time, are left at the common settings 18 

recommended by the official website of the WRF model and by some experimental regional heavy rainfall studies. Please 19 

see Page 3, line 20-22. 20 

 21 

9. – Page 3, line 25: I guess you are talking about Beijing here. 22 

Response: Thank you for pointing it out. We have added “happened in Beijing” after “a regional SDHR event”. Please see 23 

Page 3, line 26.  24 

 25 

10. – Page 4, line 4: Did you use the setting from the two publications in your study? If this is the case, please mention it. 26 

Response: Thank you for raising this question. To make it clear, the sentence has been replaced by “several 27 

convective-scale studies have been carried out to re-evaluate the optimal combination of the physics options used in the 28 

WRF model, such as Di et al. (2015) and Wang et al. (2015). These studies represent background information that 29 

stimulates this research.” Please see Page 4, line 3-5. 30 

 31 

11. – Page 4, line 6: What is the first question here? 32 
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Response: The first question we attempt to explore is “whether the recommended configuration of WRF represents the 1 

best choice in reproducing the Beijing SDHR heavy rainfall event”, which is mentioned on Page 3, line 24 to 26. 2 

 3 

12. – Page 4, line 15: Reference to ERA-Interim? 4 

Response: Thank you for pointing it out. We have added Dee et al. (2011) after “ERA-Interim”. Please see Page 4, line 5 

16. 6 

 7 

13. – Page 5, line 1: I think Dee et al. (2011) are sufficient here. 8 

Response: Thank you for your suggestion. Given that Berrisford et al. (2009) also provides a detailed description of the 9 

ERA-Interim product, we think it is appropriate to add this reference here. 10 

 11 

14. – Page 5, lines 4-5: What is the CMC model saying in this case? Is it better than WRF? I am also not confident that the 12 

CMC model configuration is the justification to apply coarse resolution input and boundary conditions. 13 

Response: Thank you for raising this question. It is well known that the height of the atmospheric layer can change with 14 

the variations of seasons and geographic locations. Therefore, although ERA-Interim provides forcing data at the same 15 

pressure level, the vertical resolution of the dataset differs across different regions. That’s the reason why we present a 16 

table showing the approximate height at each pressure level over Beijing during the summertime, as well as saying the 17 

vertical levels used by the CMC models for regional forecasting. We agree that the accuracy of the initial dataset could 18 

affect the predictive skills of the WRF model. In the revised version, we have added one experiment forced by the model 19 

level data for comparison and have discussed it in Section 6. Please see Page 17, line 26-28. 20 

 21 

15. – Page 5, lines 19-29: Please check if the full paragraph is necessary here. The focus in your study is not evaluating 22 

LBCs. 23 

Response: Thank you for pointing it out. In this paragraph, the main concern is to describe the effects of WRF domain size 24 

configuration and to present the general guidance on selecting the appropriate domain size, not LBCs. 25 

 26 

16. – Page 5, line 31: Do you really mean grid spacing here? Or do you mean the number of grid cells. 27 

Response: Thank you for raising this question. We mean grid spacing here. 28 

 29 

17. – Page 6, line 1-2: I think a vertical resolution of > 1 km in the PBL is far not sufficient here. I also do not agree with 30 

this statement in general. 31 
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Response: Thank you for pointing it out. It is well known that the rainfall processes mainly happen in the lower and 1 

middle troposphere, and the vertical turbulence features in the PBL layer could affect the generation of rainfall. Therefore, 2 

to well represent the rainfall process, the vertical resolution should differ across different layers, often with the highest 3 

vertical resolution in the PBL layer. Here the vertical resolution of 1 km refers to the mean value that is averaged among 4 

all of the vertical distances between the adjacent vertical layers. 5 

 6 

18. – Page 6, line 7: What is excessive grid spacing? 7 

Response: Thank you for pointing it out. We have amended it to “too small horizontal grid spacings.” Please see Page 5, 8 

line 27. 9 

 10 

19. – Page 6, line 10: see my comment two lines above. I think this is wrong. 11 

Response: Please see the replies above. The vertical resolution of 1 km refers to the mean value that is averaged among all 12 

of the vertical distances between the adjacent vertical layers. 13 

 14 

20. – Page 6, line 18-20: Do you really mean spin-up time here? Or do you mean something like forecast lead times? 15 

Response: Thank you for raising this question. We have amended it to “forecast lead times.” Please see Page 6, line 5-8. 16 

 17 

21. – Page 6, line 25: Are you sure? 18 

Response: Thank you for raising this question. The original statement has been replaced by “however, this spin-up time is 19 

often regarded as the suitable choice in many regional case studies without further verification.” Please see Page 6, line 20 

12-13. 21 

 22 

22. – Page 7, line 15: I would rather write 60 m to 2300 m. 23 

Response: Thank you for your suggestion. We have adjusted this statement as you suggested. Please see Page 7, line 2. 24 

 25 

23. – Page 7, line 22: You mention 100 mm/h rain rate, but your verification is performed over at least 6 hourly windows. 26 

How does this fit together? 27 

Response: Thank you for raising this question. The observed maximum rainfall intensity of 100 mm/h is only mentioned 28 

when describing the characteristics of the study event, which has nothing to do with the verification processes.  29 

 30 

24. – Page 8, line 5: What is the reason you also apply the cumulus parameterization in D03. Please explain. I am not sure 31 

if the GD is designed to run at very high resolution. 32 
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Response: Thank you for raising this question. In this study, GD cumulus parameterization is turned on for each domain, 1 

including D03, to represent the effects of sub-grid scale convective processes which are also detected in the rainfall 2 

processes of this heavy rainfall event.  3 

 4 

25. – Page 8, line 10: I think Ek et al. is the wrong reference for the MM5 surface layer scheme. 5 

Response: Thank you for pointing it out. We have checked the full name of the surface layer scheme used in this study. 6 

That is the “Monin-Obukhov surface layer scheme” that proposed by Ek et al. (2003). We have added the missing 7 

information in the revised manuscript. Please see Page 8, line 8-9. 8 

 9 

26. – Page 8, lines 22-25: I think this is not correct as you also change the spin-up period. There is no other choice than 10 

using the same map projection in a multi domain simulation. 11 

Response: Thank you for pointing it out. To make it clear, we have adjusted the sentences to “The initial datasets and the 12 

model physics are the same for all of the domains throughout the entire comparative procedure. Because the area of 13 

interest is located in the middle latitudes, the Lambert conformal projection is employed in all of the experiments, which is 14 

centred on the same latitude (42.25° N) and longitude (114.0° E).” Please see Page 8, line 21-24. 15 

 16 

27. – Page 8, line 27: Please mention the recommended setting you refer to in section 2. What is the time step you applied? 17 

This is not mentioned in the manuscript? If an adaptive time step is applied, then the results are not comparable. 18 

Response: Thank you for pointing it out. We apply the time step of 90 s for most experiments except the Case 4 and Case 19 

7. Instability was encountered while running these two cases and the model ran much slower than we expected and stopped 20 

before the end time.  21 

 22 

28. – Page 8, line 29: The odd ratio is selected due to the applied Arakawa grid. 23 

Response: Thank you for pointing it out. The original statement has been replaced by “An odd downscaling ratio (1:3:3) is 24 

selected to reduce the initial error introduced by interpolating the initial fields to the assigned Arakawa grid.” Please see 25 

Page 8, line 28-29. 26 

 27 

29. – Page 9, lines 2-3: This should be clear. 28 

Response: Thank you for pointing it out. We have added the missing information “The grid numbers of D01, D02 and D03 29 

are 40×40, 72×72 and 90×90, respectively” in the revised version. Please see Page 9, line 4. 30 

 31 
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30. – Page 9, line 6: Why did you output the D03 data only in 3 hourly intervals? Is it due to the merged CMORPH data set? 1 

Why didn’t you use the hourly gridded precipitation data set from the CMC? Especially when you are interested in 2 

sub-daily extreme rainfall? 3 

Response: Thank you for raising this question. The reason that the 0.05-degree merged CMORPH dataset is chosen as the 4 

reference data because it has finer spatial resolution than the 0.1-degree CMC dataset, which is more suitable for 5 

convective-scale verifications. 6 

 7 

31. – Page 9, lines 11-13: This implies that your simulation C0 is unusable here as it does not capture the situation. What is 8 

a perturbed synoptic feature? 9 

Response: Thank you for raising this question. To make it clear, we have amended this statement to “For computational 10 

efficiency, the MCS systems that drive the local synoptic features are not completely contained within the outermost 11 

domain of C0, the information of which is compensated by the updated LBCs from ERA-Interim.” Please see Page 9, line 12 

11-13. 13 

 14 

32. – Page 9, line 16: This is totally confusing. D02 of the experiment C0 (C2) is now the new D01 for C1? I do not see the 15 

equivalence here: 72×72 cells at 13.5 km vs. 80×64 cells at 40.5 km resolution. 16 

Response: There are 80×64 cells at 40.5 km in D01 of C1 and 240×192 cells at 13.5 km in D02 of C2. The equivalence 17 

is also seen as follows: 40×40 cells at 40.5 km in D01 of C0 vs. 120×120 cells at 13.5 km in D02 of C1. 18 

 19 

33. – Page 9, line 22: I guess you mean the middle troposphere. Why is this condition not satisfied in other regions? 20 

Response: Thank you for raising this question. One thing that we would like to make it clear is that the height of the 21 

atmospheric layer can change with the variations of seasons and geological locations. Therefore, the vertical resolution of 22 

the ERA-Interim pressure level data may differ over different regions. 23 

 24 

34. – Page 9, line 25: I think there is no “increased nesting ratio” of 1:3:3. 25 

Response: Thank you for pointing it out. We have amended the statement to “with the increased nesting ratio of 1:3:3, 26 

1:5:5 and 1:7:7.” Please see Page 9, line 24-26. 27 

 28 

35. – Page 10, line 6: ERA-Interim provides precipitation on a 6 hourly basis. 29 

Response: ERA-Interim reanalysis only provides precipitation on a daily basis. 30 

 31 

36. – Page 10, line 12: What do you mean with “scale of D02”? Is it the area covered by domain two? 32 
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Response: Thank you for raising this question. To make it clear, we have amended it to “over domain two”. Please see 1 

Page 10, line 10. 2 

 3 

37. – Page 10, line 30: 24 h sums are not sub-daily anymore. 4 

Response: Thank you for raising this question. Here the 24 h results are not calculated based on the 24 h sums but on the 5 

mean value averaged over each time step, which has been mentioned in the manuscript on Page 10, line 24-26.  6 

 7 

38. – Page 11, first paragraph: What is the “tested value (field)”? Is it the forecast model (outputs)? In your formulas, the 8 

total number of time steps should be 2, 4, 6, 8 as you are using 3 hourly precipitation data. Did you consider this in your 9 

evaluation? 10 

Response: Thank you for pointing it out. Here, the tested value refers to the model outputs. The confusing sentence on 11 

Page 11, line 3 has been replaced by “N is the total number of time steps, depending on the time period considered.”  12 

 13 

39. – Page 11, line 11: It is not clear to me, how the maximum errors are defined. Are they based on 6h, 12h, 18h, or 24h 14 

precipitation differences? Is it the same value for all experiments? It should be reasonable to use a single value for the 15 

different time periods and spin-up times. In general, it is very confusing to read and interpret the rescaled scores. Did you 16 

choose the scores only to fit all scores into one figure? What is R’ (not explained)? 17 

Response: Thank you for raising this question. The factor used for rescaling is determined by the largest values of each 18 

error metric in all of the experiments and keeps the same for all of the evaluated time periods. The metrics are adjusted to 19 

ensure that the ideal value of all of the metrics is 1, with the purpose of facilitating evaluation. R’ is the Pearson correlation 20 

coefficient, which has the same meaning and values as R. The correlation between R’ and R can be seen in Table 2. The 21 

missing information has been added in the revised manuscript, Please see Page 11, lines 10-11 and line 14. 22 

 23 

40. – Page 11, line 21-22: This is already mentioned before and can be deleted. 24 

Response: Thank you for your suggestion. We have deleted this statement as you suggested.  25 

 26 

41. – Page 11, line 23-24: Is it the same domain or the same area? This makes a difference. 27 

Response: Thank you for raising this question. We have amended it to “over domain two (D02)” to make it clear. Please 28 

see Page 11, line 25. 29 

 30 

42. – Page 12, line 29: Are you interested in D02 or D03? Are you evaluating on the area of D03, even if you are talking 31 

about D02? “scale of D03” is strongly misleading here. 32 
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Response: Thank you for raising this question. The comparison over the D02 area is used only as an auxiliary method for 1 

subjective verification when apparent discrepancies are noted in the results obtained for the inner domain (D03) and the 2 

outer domain (D02). Please see Page 10, line 9-13. 3 

 4 

43. – Page 13, line 10: What is a “PW-related” feature? This is unclear. 5 

Response: Thank you for raising this question. We have added the related information on Page 10, line 22. 6 

 7 

44. – Page 13, line 26: I do not think that there is a really obvious variation in R’ here. 8 

Response: Thank you for raising this question. The statement is “The most obvious difference from the domain size 9 

scenario is that the values of R' calculated between the simulations and the ground truth vary slightly and remain almost 10 

the same between the different time periods.” Here, it means that R’ is detected with small variations. 11 

 12 

45. – Page 13, line 28-29: How can this be justified? Please explain. 13 

Response: Thank you for your question. In this study, 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ and W𝑅𝑅′ are employed in identifying departures of the 14 

WRF simulations from the driving ERA-Interim weather fields as the model setup is varied. The reason has been 15 

mentioned in Section 1. Please see Page 4, line 16-17. 16 

 17 

46. – Page 14, line 13: This is hardly visible for me in case of WR’. 18 

Response: Thank you for pointing it out. The original statement has been replaced by “Examining the values of 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ 19 

and W𝑅𝑅′ shows that the differences between the simulations and the reanalysis are more distinct in C3 and C4 than in C1.” 20 

Please see Page 14, line 12-13. 21 

 22 

47. – Page 14, line 13-15: What do you mean by surface perturbations? Of course, the coarse resolution of the initial 23 

conditions severely limits the meaningfulness. 24 

Response: Thank you for raising this question. The surface perturbations include the small turbulence features that could 25 

be transported vertically. We agree that finer initial forcing data could be helpful to improve the NWP predictive skills, but 26 

whether or not the accuracy of the rainfall predictions can be enhanced also depends on the development level of the PBL 27 

and Land surface model. 28 

 29 

48. – Page 14, line 25: I do not see this in your plots. 30 

Response: Thank you for pointing it out. We have deleted the confusing statement. 31 

 32 
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49. – Page 15, line 16: What is meant by a “diurnal tendency”? 1 

Response: Thank you for raising this question. It can be seen from Fig. 7 that the performance of the model runs show 2 

regular changes before 72h, with better performance detected in the model runs that initialized during daytime and worse 3 

performance identified in the model runs initialized during nighttime. 4 

 5 

50. – Page 15, line 27-29: Bias is commonly used when showing absolute differences. 6 

Response: Thank you for pointing it out. It is the absolute differences here. 7 

 8 

51. – Page 15, line 30: Not necessarily true. 9 

Response: Thank you for pointing it out. We have adjusted our statement to “This result may occur because the 10 

atmospheric water vapour content determines the maximum possible rainfall amount.” Please see Page 15, line 28-29. 11 

 12 

52. – Page 17, line 17: Avoid “excessively”. This really gives a negative touch to the application of large domains and very 13 

high resolution. 14 

Response: Thank you for your suggestion. The original statement has been replaced by “Moreover, experiments with too 15 

large domains, too high spatial resolutions, or too long spin-up times also yield poor performance in rainfall simulations.” 16 

Please see Page 16, line 15-16. 17 

 18 

53. – Page 17, line 9: It’s quite confusing for the reader that an increasing RMSE is good. 19 

Response: Thank you for pointing it out. We have amended this statement to “Specifically, 𝑅𝑅' increases from 0.226 in C0 20 

to 0.67 in C12; 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ increases from 0.098 to 0.402; and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ increases from 0.44 to 0.883.” Please see Page 17, line 21 

8-9. 22 

 23 

54. – Page 17, line 14: What do you mean here? Please be more precise. 24 

Response: Thank you for pointing it out. To make it clear, the sentence has been revised to “The use of different time 25 

periods helps to determine the optimal configurations with higher physical rationality, such as the selection of the proper 26 

domain size.” Please see Page 17, line 15-17. 27 

 28 

55. – Page 17, line 21: There is a high chance, that applying data assimilation is essential here. See e.g. Sun et al. (2013) 29 

MWR. I do not think that on a short time period, the boundary conditions take the leading role. 30 
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Response: Thank you for pointing it out. We agree that the use of data assimilation methods has been shown to enable the 1 

extension of the lead time to 24 hours. However, this lead time is still insufficient to provide effective flood mitigation for 2 

medium or large urban areas with very short hydrologic response times.  3 

 4 

56. – Page 18, line 1: What kind of regional geographical data sets did you apply? Did you provide your own landuse 5 

and/or soil texture dataset?  6 

Response: Thank you for raising this question. We used 30-second static geographical data downloaded from the WRF 7 

official website to initialize the surface fields of the WRF model, which we have mentioned on Page 7, line 20. 8 

 9 

57. – Page 18, line 19: Where does the cumulative spatial error come from? How is it calculated? Please mention this in 10 

the manuscript. 11 

Response: Thank you for raising this question. We have amended it to “𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅”. Please see Page 18, line 18.  12 

 13 

58. – Figure 2: This image is overloaded. What is the meaning of the blue box?  14 

Response: Thank you for raising this question. We use the blue box to mark the main synoptic features that triggered the 15 

Beijing SDHR event to illustrate that ERA-Interim reanalysis captures the vortex (detected in 700pha) and the subtropical 16 

high pressure (detected in 500pha) well that occurred at the beginning of the rainfall event. 17 

 18 

59. – Figure 4: The label bar in its current stage is useless. Why is such a coarse interval chosen? The reader does not see 19 

any major differences here. I would also appreciate a color plot here. For readers who are not familiar with China, please 20 

indicate where Beijing is located. Please rewrite the figure caption. This is very hard to understand. 21 

Response: Thank you for your suggestion. To make it clear, we added the 6-h spatial distribution of the accumulated 22 

precipitation during the fourth 6h durations in Fig. 4, from which the differences between the three experiments could be 23 

seen more evident. The boundary line of the Beijing Area in Fig. 4 is the same as that shown in Fig.1. Besides, the figure 24 

caption has been rewritten as you suggested. Please see Page 29. 25 

 26 

60. – Figure 6: In the 24 h diagram, WRMSE’ of C7 appears to be missing. 27 

Response: Thank you for pointing it out. We have added the missing value in Fig. 6. Please see Page 31. 28 

 29 

We really appreciate your help in improving this manuscript, and we hope that our replies have addressed your concerns.  30 

Kind Regards, 31 

The Authors32 
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List of all relevant changes 1 

Page 1, Line 21 “cumulative spatial error” was replaced by “the root mean squared error”.  2 

The correction was made based on the Specific Comment 4 of Reviewer #1. 3 

Page 2, after Line 21 the original statements were replaced by “The ice wasn’t broken until the end of the 20th century; 4 

substantial improvements in the predictive skill of NWP were made that resulted from the increases in computational power 5 

and storage capacity, which enable parallel processing of high-resolution forcing data and the resolution of convective-scale 6 

physical processes (Done et al., 2004; Clark et al., 2016). The NWP models developed during and after this period can 7 

perform regional and convective-scale modelling and display good performance in simulating heavy rainfall.” 8 

The correction was made based on the Specific Comment 5 of Reviewer #1. 9 

Page 2, Line 25 “Skamarock et al. (2008)” was added after “WRF model”.  10 

The correction was made based on the Specific Comment 6 of Reviewer #1. 11 

Page 3, after Line 17 the original statement was replaced by “However, these aspects of model configuration have 12 

received less attention in regional case studies because of their insignificant effects on rainfall forecasts in 13 

coarse-resolution and long-term model simulations when compared to the physics of the WRF model.” 14 

The correction was made based on the Specific Comment 7 of Reviewer #1. 15 

Page 3, after Line 20 the original statement was replaced by “Generally, these model configuration aspects are left at the 16 

common settings recommended by the official website of the WRF model and by some experimental regional heavy rainfall 17 

studies.” 18 

Page 3, Line 26 “happened in Beijing” was added after “a regional SDHR event”.  19 

The correction was made based on the Specific Comment 9 of Reviewer #1. 20 

Page 4, after Line 3 the original statement was replaced by “several convective-scale studies have been carried out to 21 

re-evaluate the optimal combination of the physics options used in the WRF model, such as Di et al. (2015) and Wang et al. 22 

(2015). These studies represent background information that stimulates this research.”  23 

The correction was made based on the Specific Comment 10 of Reviewer #1. 24 

Page 4, Line 16 “(Dee et al., 2011)” was added after “ERA-Interim”.  25 

The correction was made based on the Specific Comment 12 of Reviewer #1. 26 

1 
 



Page 5, Line 27 “excessive grid spacings” was replaced by “too small grid spacings”.  1 

The correction was made based on the Specific Comment 18 of Reviewer #1. 2 

Page 6, after Line 5 the original statements were replaced by “Therefore, in cases where short forecast lead times are 3 

expected, e.g., real-time rainfall forecasting, the spin-up time is mainly determined by the domain size and the regional initial 4 

and boundary conditions. However, in cases where long forecast lead times are needed, e.g., warnings of extreme rainfall, the 5 

effects of chaotic behaviour should be relatively evident.”  6 

The correction was made based on the Specific Comment 20 of Reviewer #1. 7 

Page 6, after Line 12 the original statement was replaced by “however, this spin-up time is often regarded as the suitable 8 

choice in many regional case studies without further verification”  9 

The correction was made based on the Specific Comment 21 of Reviewer #1. 10 

Page 6, Line 20 “WRF Model Configuration” was replaced by “WRF Physical Schemes”. 11 

Page 7, Line 2 “2 300 m to 60 m” was replaced by “60 m to 2 300 m”.  12 

The correction was made based on the Specific Comment 22 of Reviewer #1. 13 

Page 8, after Line 8 the original statement was replaced by “The Noah land-surface model (Chen and Dudhia, 2001) is 14 

used and coupled with the Monin-Obukhov surface layer model (Ek et al., 2003).”  15 

Page 8, after Line 21 the original statements were replaced by “The initial datasets and the model physics are the same for 16 

all of the domains throughout the entire comparative procedure. Because the area of interest is located in the middle latitudes, 17 

the Lambert conformal projection is employed in all of the experiments, which is centred on the same latitude (42.25° N) and 18 

longitude (114.0° E).”  19 

The correction was made based on the Specific Comment 26 of Reviewer #1. 20 

Page 8, Line 27 “two-way” was added before “nested domains”.  21 

The correction was made based on the Specific Comment 1 of Reviewer #1. 22 

Page 8, after Line 28 the original statement was replaced by “An odd downscaling ratio (1:3:3) is selected to reduce the 23 

initial error introduced by interpolating the initial fields to the assigned Arakawa grid.” 24 

Page 9, Line 4 we added:  25 

“The grid numbers of D01, D02, and D03 are 40×40, 72×72 and 90×90, respectively.”  26 

The correction was made based on the Specific Comment 2 of Reviewer #1. 27 
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Page 9, after Line 11 the original statement was replaced by “For computational efficiency, the MCS systems that drive the 1 

local synoptic features are not completely contained within the outermost domain of C0, the information of which is 2 

compensated by the updated LBCs from ERA-Interim.” 3 

Page 9, after Line 24 the original statements were replaced by “The three experiments (OS2, C6, and C7) in scenario three 4 

(S3) differ in terms of their horizontal resolutions and nesting ratios, with increased nesting ratio of 1:3:3 (4.5 km grid 5 

spacing in D03), 1:5:5 (1.62 km in D03) and 1:7:7 (0.826 km in D03).” 6 

The correction was made based on the Specific Comment 34 of Reviewer #1. 7 

Page 10, Line 10 “on scale of D02” was replaced by “over domain two”.  8 

The correction was made based on the Specific Comment 36 of Reviewer #1. 9 

Page 10, Line 22 “(PW-related metrics)” was added after “The two metrics selected for the verification of PW”.  10 

The correction was made based on the Specific Comment 43 of Reviewer #1. 11 

Page 11, Line 3 the original statement was replaced by “𝑁𝑁 is the total number of time steps, depending on the time period 12 

considered.” 13 

The correction was made based on the Specific Comment 38 of Reviewer #1. 14 

Page 11, after Line 10 the original statement was replaced by “The factor used for rescaling is determined by the largest 15 

values of each error metric in all of the experiments and keeps the same for all of the evaluated time periods (Sikder and 16 

Hossain, 2016).” 17 

The correction was made based on the Specific Comment 39 of Reviewer #1. 18 

Page 11, after Line 11 we added:  19 

“𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 and 𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇 are added by 1 to have the ideal value of 1. The rescaled metrics are 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ and 𝑇𝑇𝑇𝑇′, respectively.” 20 

Page 11, Line 14 we added:  21 

“For example, 𝑃𝑃𝑃𝑃𝑃𝑃 is replaced with 𝑃𝑃𝑃𝑃𝑃𝑃′, and 𝑅𝑅 is replaced with 𝑅𝑅′. ” 22 

Page 11, Line 25 “a slightly larger area” was replaced by “over domain two (D02)”.  23 

The correction was made based on the Specific Comment 41 of Reviewer #1. 24 

Page 14, after Line 12 the original statement was replaced by “Examining the values of 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ and W𝑅𝑅′ shows that 25 

the differences between the simulations and the reanalysis are more distinct in C3 and C4 than in C1.” 26 

The correction was made based on the Specific Comment 46 of Reviewer #1. 27 
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Page 15, after Line 28 the original statement was replaced by “Moreover, experiments with too large domains, too high 1 

spatial resolutions, or too long spin-up times also yield poor performance in rainfall simulations.” 2 

The correction was made based on the Specific Comment 51 of Reviewer #1. 3 

Page 16, after Line 15 the original statement was replaced by “This result may occur because the atmospheric water 4 

vapour content determines the maximum possible rainfall amount.” 5 

The correction was made based on the Specific Comment 52 of Reviewer #1. 6 

Page 17, after Line 8 the original statement was replaced by “Specifically, 𝑅𝑅' increases from 0.226 in C0 to 0.67 in C12; 7 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ increases from 0.098 to 0.402; and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ increases from 0.44 to 0.883.” 8 

Page 17, after Line 15 the original statement was replaced by “The use of different time periods helps to determine the 9 

optimal configurations with higher physical rationality, such as the selection of the proper domain size.” 10 

The correction was made based on the Specific Comment 54 of Reviewer #1. 11 

Page 18, Line 18 “the cumulative spatial error” was replaced by “𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅”.  12 

The correction was made based on the Specific Comment 57 of Reviewer #1. 13 

Figures were amended:  14 

In Fig. 4, we added four subfigures showing the 6-h spatial distribution of the accumulated precipitation during the fourth 15 

6h durations.  16 

In Fig. 4, the missing value of W𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ in the 24h diagram was added. 17 

Data in the tables were amended: 18 

The grid numbers of D03 was added in Table 1. 19 
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 8 

Abstract. The rainfall outputs from the latest convection-scale Weather Research and Forecasting (WRF) model are shown 9 

to provide an effective means of extending prediction lead times in flood forecasting. In this study, the performance of the 10 

WRF model in simulating a regional sub-daily extreme rainfall event centred over Beijing, China is evaluated at high 11 

temporal (sub-daily) and spatial (convective-resolving) scales using different domain configurations and spin-up times. 12 

Seven objective verification metrics that are calculated against the gridded ground observations and the ERA-Interim 13 

reanalysis are analysed jointly using subjective verification methods to identify the likely best WRF configurations. The 14 

rainfall simulations are found to be highly sensitive to the choice of domain size and spin-up time at the convective scale. A 15 

model run covering northern China with a 1:5:5 horizontal downscaling ratio (1.62 km), 57 vertical layers (less than 0.5 km), 16 

and a 60-hour spin-up time exhibits the best performance in terms of the accuracy of rainfall intensity and the spatial 17 

correlation coefficient (R’). A comparison of the optimal run and the initial run performed using the most common settings 18 

reveals clear improvements in the verification metrics. Specifically, R’ increases from 0.226 to 0.67; the relative error of the 19 

maximum precipitation at a point rises from -56% to -11.7%; and the root mean squared error decreases by 33.65 %. In 20 

summary, re-evaluation of the domain configuration options and spin-up times used in WRF is crucial in improving the 21 

accuracy and reliability of rainfall outputs used in regional sub-daily heavy rainfall (SDHR)-related applications. 22 
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1 Introduction 1 

The possibility that sub-daily heavy rainfall (SDHR) will increase with climate change is of significant societal concern. 2 

SDHR-driven flash floods (FFs) are among the most destructive natural hazards that threaten many urban areas in northern 3 

and central China and many other parts of the world. In these regions, SDHR is triggered mainly by regional mesoscale 4 

circulation systems (MCSs) and occurs with increased intensity and frequency in warm seasons (Yu et al., 2007; Chen et al., 5 

2013). Records from the Emergency Events Database (EM-DAT) indicate that the damages and losses caused by FF events 6 

in China have increased significantly over the past several decades. The risks are expected to continue to grow, given the 7 

increase in the magnitude of SDHR predicted by most general circulation models (Chen et al., 2012; Willems et al., 2012; 8 

Westra et al., 2014). The accelerating pace of urbanization also contributes to the increase in risk; urbanization has already 9 

changed the hydrologic characteristics of the land surface considerably, resulting in higher peak flows and shorter flow 10 

concentration times (Xu and Zhao, 2016; Gao et al., 2017). In such cases, very short-term (< 6-h) rainfall predictions are not 11 

sufficient to provide adequate warning and mobilize emergency response activities. Recently developed statistically-based 12 

rainfall generation methods and remote sensing data have been shown to enable the extension of the lead time to 24 hours. 13 

However, this lead time is still insufficient to provide effective flood mitigation for medium or large urban areas with very 14 

short hydrologic response times (Shih et al., 2014; Li et al., 2017). Therefore, numerical weather prediction (NWP), which 15 

represents a means of forecasting heavy rainfall with lead times exceeding 24 h, has come into wide use in flood-related 16 

studies and applications (Cuo et al., 2011). 17 

 18 

Precipitation uncertainty accounts for a large proportion of the uncertainty in flood forecasts. Hence, given the large 19 

uncertainties of NWP, its use in flood forecasting has long been questioned (Castelli, 1995; Bartholmes and Todini, 2005). 20 

The ice wasn’t broken until the end of the 20th century; substantial improvements in the predictive skill of NWP were made 21 

that resulted from the increases in computational power and storage capacity, which enable parallel processing of 22 

high-resolution forcing data and the resolution of convective-scale physical processes (Done et al., 2004; Clark et al., 2016). 23 

The NWP models developed during and after this period can perform regional and convective-scale modelling and display 24 

good performance in simulating heavy rainfall. Experimental studies have shown that NWP models of this kind, such as the 25 

WRF model (Skamarock et al., 2008), tend to capture greater numbers of small-scale processes and the triggers of 26 

convective storms (Klemp, 2006; Prein et al., 2015). Increasing numbers of meteorological operational centres and research 27 

groups are adopting these new NWP models to carry out simulations of heavy rainfall events or real-time forecasting. The 28 

resolutions of the rainfall products have improved from tens of kilometres to less than a kilometre, and the lead times have 29 

increased from less than a day to more than a week (WMO, 2013). Meanwhile, case studies have been carried out using 30 
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regional convective-resolving models to evaluate the local rainfall predictions generated by sophisticated regional nesting 1 

techniques or the global smooth grid transition approach on unstructured grids (Hong and Lee, 2009; Soares et al., 2012; 2 

Sikder and Hossain, 2016; Heinzeller et al. 2016). The results of these studies demonstrate that, over relatively short periods 3 

of time, regional modelling is often superior to large-scale modelling because it better resolves surface heterogeneities, 4 

topography and small-scale features in air flow, such as growing instabilities (Miguez et al., 2004; En-Tao et al., 2010; Prein 5 

et al., 2015; Brommel et al. 2015). 6 

 7 

Despite the great potential of NWP models to predict heavy rainfall, a number of uncertainties remain that must be 8 

considered. The errors induced by the initial and boundary conditions represent one source of these uncertainties; others stem 9 

from cognitive errors and the scale effect in the solution of physical models, both of which may be exacerbated by the chaotic 10 

nature of NWP. In regional simulations, these uncertainties are expected to be further magnified by downscaling or the use of 11 

mesh transition procedures, so re-evaluation and calibration of the related model configurations are commonly required 12 

(Warner, 2011; Vrac et al., 2012; Liu et al., 2012). As an example, running the WRF model at convective scales means that 13 

convective processes are more likely to be resolved by explicit physical schemes than when sub-grid parameterizations are 14 

used, which may incorporate new structural uncertainties related to the model physics (Done et al., 2004; Ruiz et al., 2010; 15 

Crétat et al., 2012). In addition to model physics, several other aspects of model configuration, such as the domain size, the 16 

spatial resolution and the spin-up time, may also have a substantial impact on the uncertainty of rainfall forecasts through 17 

their effects on the initial and boundary conditions (Aligo et al., 2009; Fierro, 2009; Cuo et al., 2011). However, these aspects 18 

of model configuration have received less attention in regional case studies because of their insignificant effects on rainfall 19 

forecasts in coarse-resolution and long-term model simulations when compared to the physics of the WRF model. Generally, 20 

these model configuration aspects are left at the common settings recommended by the official website of the WRF model 21 

and by some experimental regional heavy rainfall studies. 22 

 23 

Precipitation is one of the most sensitive variables to NWP model uncertainties. In this study, a re-evaluation of WRF is 24 

performed to explore whether the recommended configuration of WRF represents the best choice in reproducing a regional 25 

SDHR event happened in Beijing. The WRF model is assessed here because of its superior scalability and computational 26 

efficiency; these traits are valued in interdisciplinary studies (Klemp, 2006; Foley et al., 2012; Coen et al., 2013; Yucel et al., 27 

2015). As the latest NWP community model, WRF incorporates up-to-date developments in physics, numerical methods and 28 

data assimilation and is thus widely used in theoretical studies and practical applications (Powers et al., 2017). The selected 29 

regional SDHR event occurred on July 21st, 2012 and was centred over Beijing, China. Beijing is among the most vulnerable 30 

cities to SDHR-induced floods in central China (Yu et al., 2007). The precipitation in this area is caused mainly by monsoon 31 

weather systems and enhanced by local orographic effects, and 60 % - 80 % of the total annual precipitation occurs during 32 
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just a few SDHR events (Xu and Chu, 2015). The SDHR event that occurred on 21 July 2012 caused the most disastrous 1 

urban flood in Beijing since 1950. The national operational NWP system failed to predict this event, which resulted in 79 2 

deaths and more than 1.6 billion dollars in damage (Wang et al., 2013; Zhou et al., 2013). Thus, several convective-scale 3 

studies have been carried out to re-evaluate the optimal combination of the physics options used in the WRF model, such as 4 

Di et al. (2015) and Wang et al. (2015). These studies represent background information that stimulates this research. 5 

 6 

The second question we attempt to explore is to what extent rainfall simulations could be improved through the use of the 7 

likely best set of settings if the recommended model configurations are not the best choices. The aspects of the model 8 

configuration that are evaluated in this study are the domain size, vertical resolution, horizontal resolution and spin-up time. 9 

These options have been found to have substantial impacts on daily-scale extreme rainfall outputs (Leduc and Laprise, 2009; 10 

Aligo et al., 2009; Goswami et al., 2012). A comparative test with four scenarios is designed. Each scenario evaluates one 11 

model configuration option to ensure that the simulated disparities can be attributed solely to a single factor each time. In 12 

addition, the test is conceived as a progressive process: the optimal setting identified in each scenario will be adopted as the 13 

primary choice for the next scenario to help quantify the overall improvement in the accuracy of rainfall outputs. The 14 

‘ground truth’ datasets are gridded observations obtained from Beijing Normal University and the China Meteorological 15 

Centre. A coarser-resolution reanalysis called ERA-Interim (Dee et al., 2011) is also employed in identifying departures of 16 

the WRF simulations from the driving weather fields as the model setup is varied. Seven objective verification metrics that 17 

reflect different features of the model performance are adopted and considered jointly as part of a subjective verification 18 

process because no single verification approach has been shown to provide comprehensive information about the quality of 19 

rainfall simulations (Sikder and Hossain, 2016). Most of the metrics adopted here are those used to assess the performance of 20 

WRF over daily or longer time periods (Liu et al., 2012; Tian et al., 2016). In this research, these metrics are calculated on an 21 

hourly basis and averaged over different sub-daily time spans to evaluate the performance of the WRF model using different 22 

configurations from a sub-daily and convective-scale perspective. 23 

2 Numerical Model Used to Forecast Heavy Rainfall 24 

The advanced WRF (ARW-WRF) model, version 3.7.1, is utilized as the dynamical downscaling tool. ARW-WRF is a 25 

compressible non-hydrostatic and convection-permitting regional NWP model that employs the conservative form of the 26 

dynamic Euler equations. As the latest regional NWP community system, WRF is composed of two dynamic cores, a data 27 

assimilation system and a platform that facilitates parallel computation and function portability. Observations, model output 28 

or assimilated reanalysis output can be used to initialize WRF. In terms of discretization, WRF uses a third-order 29 

Runge-Kutta method for temporal separation and an Arakawa C-grid staggering scheme for spatial discretization. The model 30 
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is capable of conducting either one-way or two-way nested runs for regional downscaling. A detailed introduction to the 1 

physics and numerical properties of ARW-WRF can be found in Skamarock et al. (2008). Given its emphasis on efficiency, 2 

portability and updates to reflect the state of the art, WRF has been employed in settings ranging from research to 3 

applications and has been incorporated into various operational systems, such as the Hurricane-WRF system for hurricane 4 

forecasting and the WRF-Hydro system for hydrologic prediction. 5 

 6 

In WRF, the domain size implicitly determines the large-scale dynamics and terrain effects, whereas the vertical and 7 

horizontal grid spacings determine the smallest resolvable scale (Goswami et al., 2012). Together, these domain 8 

configuration options affect the spectrum of the resolved scales and the nature of scale interactions in the model dynamics 9 

(Leduc and Laprise, 2009). Thus, they are responsible for the generation and distribution of precipitation. In regional 10 

simulations, small domain sizes are commonly preferred for computational efficiency. Seth and Rojas (2003) demonstrated 11 

that simulations with small domain sizes are more likely to benefit from the lateral boundary conditions (LBCs) by 12 

dampening the feedback from local perturbations on the large-scale general circulation. However, insufficiently large 13 

domains have been shown to prevent the full development of small-scale features over areas of interest. To solve this issue, 14 

the official website of WRF provides general guidance (Warner, 2011). This guidance recommends that the ranges of 15 

domains should include the major features of the leading MCSs and local surface perturbations, and more than five grid 16 

points should exist between adjacent nested domains to allow sufficient relaxation. 17 

 18 

As for grid spacing, it appears plausible that WRF model runs performed with relatively small grid spacings would provide 19 

more accurate outputs because such runs would resolve more small-scale phenomena of interest that are not present in the 20 

LBCs. This statement is generally accepted as true when a relatively coarse-resolution run (>10 km horizontally or >1 km 21 

vertically) is compared with a relatively finely resolved run at the convective scale (1 - 5 km horizontally or <1 km vertically) 22 

in representing a convective storm. However, this conclusion is controversial when the comparison is conducted among 23 

convective-scale model runs. Taking the horizontal resolution as an example, although there is evidence to show that WRF 24 

runs performed at relatively high resolution capture more convective-scale features, the accuracy of rainfall outputs either 25 

shows considerable or no statistical improvement (Roberts and Lean, 2008; Kain et al., 2008; Schwartz et al., 2009). In one 26 

study, Fierro (2009) suggested that some features detected in convective-scale runs with too small horizontal grid spacings 27 

tend to weaken the kinetic structures that favour torrential rainfall. A similar conclusion was drawn by Aligo et al. (2009) in 28 

evaluating the impact of the vertical grid spacing on simulations of summer rainfall performed using WRF. Thus, horizontal 29 

and vertical grid spacings of approximately 4 km and 1 km, respectively, have been employed as a reasonable compromise 30 

between accuracy and computational efficiency in several regional studies. 31 

 32 
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In regional modelling, a spin-up period is often required to balance the inconsistencies between the results simulated by the 1 

model physics and the initial and boundary conditions provided by the forcing data (Luna et al., 2013). The proper spin-up 2 

time depends on the time needed for initialization, which can be affected by the size of the domain and the local boundary 3 

perturbations (Warner, 1995; Kleczek et al., 2014). Moreover, the presence of chaotic behaviour, which causes reductions in 4 

the predictive skill of models over time, imposes an upper bound on the spin-up time. Therefore, in cases where short 5 

forecast lead times are expected, e.g., real-time rainfall forecasting, the spin-up time is mainly determined by the domain size 6 

and the regional initial and boundary conditions. However, in cases where long forecast lead times are needed, e.g., warnings 7 

of extreme rainfall, the effects of chaotic behaviour should be relatively evident. In practice, this issue is commonly 8 

addressed by regularly updating the lateral boundary information derived from the latest forecasts or analyses to maintain 9 

consistency between the regional model solutions and the atmospheric forcing conditions. In such cases, the best-fit 10 

performance may occur for model runs with long spin-up times. Based on most previous studies, a spin-up time of 12 hours 11 

is recommended to obtain an initial state; however, this spin-up time is often regarded as the suitable choice in many regional 12 

case studies without further verification. 13 

3 Studied Event and Experimental Design 14 

As mentioned above, one aim of this study is to re-evaluate whether the recommended WRF domain configuration options 15 

and spin-up time represent the optimal model configuration for reproducing a regional SDHR event when evaluated at a 16 

sub-daily scale. Here, the SDHR event that occurred on 21 July 2012 and was centred on Beijing, China is selected as a case 17 

study. The reasons why this event is selected, the synoptic and physical features that drove this event, and the model physics 18 

adopted in this study are presented before the entire procedure of the experimental design is introduced. 19 

3.1 Study Event Selection and WRF Physical Schemes 20 

Beijing is selected as the study area because it is one of the most vulnerable cities to SDHR-induced FF hazards in China. 21 

Beijing is located in central China. It has an area of 16 411 km2, and its weather is mainly affected by the semi-humid warm 22 

continental monsoon climate. The flows of air that favour local precipitation are cold, dry flows of air from high-latitude 23 

areas to the north and hot, wet flows of air from the ocean to the south. The interactions between these two flows of air lead 24 

to clear divergence in the temporal distribution of rainfall amount; 60 % - 80 % of the annual precipitation occurs during just 25 

a few heavy rainfall events during the warm season. Of all of the heavy rainfall events, the intensity and frequency of SDHR 26 

events have been shown to display the greatest increasing tendencies over the past several decades. Meanwhile, Beijing, as 27 

the capital of China, has experienced a significant expansion of its urban area and rapid increases in its population and 28 

economic development. The negative effects of this expansion, such as losses of natural water bodies, increases in land cover 29 

with low permeability and increases in urban drainage pipe networks, have led to continuous decreases in the hydrologic 30 
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response time. In addition, most of the population lives in the southwestern plain area. This region is downstream of 1 

mountainous areas with steep terrain that varies in elevation from 60 m to 2 300 m (Fig. 1). All of these factors contribute to 2 

the continuing increase in the exposure of this city to the high risks of flooding and waterlogging caused by SDHR events 3 

(Xu and Chu, 2015). 4 

 5 

[Figure 1] 6 

 7 

The case study examines the largest heavy rainfall event that has occurred in Beijing in the past 65 years. The rainfall event 8 

lasted for 16 hours (from 2 am to 6 pm) on 21 July 2012 (UTC), and the highest hourly rainfall intensity (100 mm/h) was 9 

experienced in the southwestern part of the plain area. The associated FF hazard led to 79 deaths and damages totalling 1.6 10 

billion US dollars, and more than 1.6 million people were affected. In addition to Beijing, the adjacent provinces, including 11 

Hubei and Liaoning, were all significantly affected by this event and experienced severe FF hazards. The synoptic features 12 

that triggered the rainfall were an eastward-moving vortex in the middle to high troposphere, a northward-moving zone of 13 

subtropical high pressure and sharp vertical wind shear (Sun et al., 2013). The rainfall event as a whole can be divided into 14 

two phases. From 2 am to 2 pm, the convective rain was dominated and enhanced by the orographic effect. The frontal rain 15 

was then followed by the arrival of a cold front moving from the northwest until 6 pm (Guo et al., 2015). The rainfall 16 

intensity in the second phase was relatively low compared to that in the first phase, due to the lack of strong kinetic forcing to 17 

maintain the occurrence of precipitation. 18 

 19 

The ERA-Interim reanalysis and 30-second static geographical data are employed to initialize the surface and meteorological 20 

fields of the WRF. ERA-Interim is produced by an integrated forecasting system (IFS) used by the European Centre for 21 

Medium-Range Weather Forecasts (ECMWF). The IFS is an Earth system model that incorporates a data assimilation 22 

system and an atmospheric model that is fully coupled with land-surface and oceanic processes. The atmospheric model 23 

provides output every 30 min at a spectral resolution of T255 (approximately 81 km over Beijing). This output is then 24 

employed as prior information and combined with available observations twice a day to produce the reanalysis output using 25 

the four-dimensional variation (4D-Var) assimilation system. The final reanalysis product, ERA-Interim, is a global gridded 26 

dataset that is available at a spectral resolution of T255 and at both the 60 levels used in the model and 38 interpolated 27 

pressure levels for all dates beginning on 1 January 1979 (Berrisford et al., 2009; Dee et al., 2011). Here, the ERA-Interim 28 

pressure-level data are selected as the initial forcing. One reason is that, as is necessary, the vertical grid spacing between the 29 

adjacent pressure layers is less than 1 km in the free troposphere, where the convective processes mainly occurred during the 30 

Beijing SDHR event. In addition, the NWP models used by the Chinese Meteorological Centre mainly employ 31 vertical 31 

levels in regional forecasting (WMO, 2013). 32 
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 1 

As shown in Fig. 2, ERA-Interim captures the vortex and the subtropical high pressure well that occurred at the beginning of 2 

the rainfall event. In addition, the patterns of the leading MCSs and the primary synoptic features shown in this figure also 3 

correspond well to those described in previous studies (Zhou et al., 2013). The setup of the model physics is based mainly on 4 

the results of sensitive, high-resolution studies on the physics of the WRF model in simulating the same event (Wang et al., 5 

2015; Di et al., 2015). The ‘resolved rain’ is driven by the single-moment 6-class microphysics scheme (Hong and Lim., 6 

2006), whereas the ‘convective rain’ is resolved using the Grell-Devenyi cumulus parameterization scheme (Grell and 7 

Devenyi, 2002). The Noah land-surface model (Chen and Dudhia, 2001) is used and coupled with the Monin-Obukhov 8 

surface layer model (Ek et al., 2003). The radiation processes are represented by the RRTMG shortwave radiation and the 9 

RRTMG longwave radiation schemes (Iacono et al., 2008). For the planetary boundary layer scheme, the Yonsei University 10 

method (Hong et al., 2006) is adopted. 11 

 12 

[Figure 2] 13 

 14 

3.2 Experimental Design: Domain Configuration Options and Spin-Up Time 15 

The comparative test is designed as a progressive process to help quantify the overall improvement in the performance of 16 

WRF after re-evaluating the WRF experiments performed using different domain configuration options and spin-up times. 17 

The test is classified into four successive scenarios. The first three scenarios investigate the domain configuration options, 18 

including the domain size, vertical resolution, and horizontal resolution; the fourth scenario concerns the spin-up time. 19 

During the entire procedure, the optimum configuration identified in each scenario is then adopted as the primary choice for 20 

the corresponding configuration in the following scenario. The initial datasets and the model physics are the same for all of 21 

the domains throughout the entire comparative procedure. Because the area of interest is located in the middle latitudes, the 22 

Lambert conformal projection is employed in all of the experiments, which is centred on the same latitude (42.25° N) and 23 

longitude (114.0° E). Moreover, sigma vertical coordinates with a top level of 50 hPa are used in all of the experiments. 24 

 25 

Initially, the WRF domain configuration options and the spin-up time are set to the recommended values described in Section 26 

2. Three levels of two-way nested domains are adopted so that the horizontal resolution in the smallest domain is sufficiently 27 

high to explicitly resolve convective-scale processes (Fig. 1). An odd downscaling ratio (1:3:3) is selected to reduce the 28 

initial error introduced by interpolating the initial fields to the assigned Arakawa grid. For the same reason, the boundaries of 29 

each domain are set along specific grid lines of the ERA-Interim dataset. Of the three nested domains, the outermost domain 30 

(D01) has the largest horizontal grid spacing of 40.5 km over north-central China, where the main perturbed synoptic 31 
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features occur. The innermost domain (D03) has the smallest horizontal grid spacing of nearly 4.5 km over the area of 1 

interest, Beijing. The second domain (D02) is the child of D01 and the parent of D03 and has a horizontal grid spacing of 2 

13.5 km. The distance between D01 and D02 is similar to that between D02 and D03, both of which exceed five grid points. 3 

The grid numbers of D01, D02, and D03 are 40×40, 72×72 and 90×90, respectively. The eta values utilized in the initial 4 

run are set based on the pressure values at the 29 vertical layers of the ERA-Interim pressure-level data. A spin-up time of 5 

twelve hours (12 h) is selected; the outputs are saved every three hours in D03 and every hour in D02. The LBCs are updated 6 

every six hours using ERA-Interim. 7 

 8 

As shown in Table 1, the first experiment (C0) adopts the model configuration options mentioned above. To determine 9 

whether the domain configuration options and the spin-up time used in C0 are the likely best set, four scenarios are designed. 10 

The first scenario (S1) focuses on evaluating the effect of the WRF domain size. For computational efficiency, the MCS 11 

systems that drive the local synoptic features are not completely contained within the outermost domain of C0, the 12 

information of which is compensated by the updated LBCs from ERA-Interim. Two comparative experiments, C1 and C2, 13 

are devised to verify that the domain size assigned to C0 is large enough to enable the full development of small-scale 14 

features. Of the three experiments, C2 has the largest outermost domain size, which incorporates the leading MCS systems 15 

over the entire Northeastern Hemisphere. The intermediate domain, which is centred between the outermost and innermost 16 

domains, is then adopted as the outermost domain of C1. The purpose of scenario two (S2) is to evaluate whether the use of 17 

a higher vertical resolution in a WRF model run results in better performance. In this scenario, the starting experiment is the 18 

optimal experiment identified in S1 (OS1), forced by the ERA-Interim pressure-level data with 29 vertical levels. This 19 

starting experiment is then followed by two experiments, C3 and C4, which incorporate one and two times more vertical 20 

levels than OS1 (57 and 85 vertical levels), respectively. In the Beijing SDHR event, the pressure-level data meet the 21 

requirement of a grid spacing of less than 1 km in the troposphere; however, this condition is not necessarily satisfied in other 22 

regions. Thus, an experiment forced by the ERA-Interim model-level data with 38 vertical levels (C5) is also designed for 23 

comparison. The three experiments (OS2, C6, and C7) in scenario three (S3) differ in terms of their horizontal resolutions 24 

and nesting ratios, with increased nesting ratio of 1:3:3 (4.5 km grid spacing in D03), 1:5:5 (1.62 km in D03) and 1:7:7 25 

(0.826 km in D03). The last scenario (S4) is designed to identify a reasonable optimal model run with the maximum spin-up 26 

time after minimizing the uncertainties introduced by inappropriate domain configuration options. It contains one starting 27 

experiment (OS3) and twelve comparative experiments (C8-C19). Except for C8, which includes no spin-up time, the 28 

remaining experiments (C9-C19) include spin-up times that increase from 24 hours to 144 hours by every twelve hours. 29 

 30 
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4 Verification Schemes 1 

Both objective and subjective verification methods are applied to the innermost domain (D03) at a sub-daily scale. D03 is 2 

selected because it covers the area of interest, Beijing, and the convective processes in this domain can be explicitly resolved 3 

in all of the experiments. The rainfall data used for comparison in D03 are 3-hourly 0.05-degree data that were produced by 4 

fusing rain gauge observations and the CMORPH data (Huang et al., 2013). The ERA-Interim reanalysis is utilized as well to 5 

monitor the possible departures of the model simulations from the driving fields. Because the sub-daily rainfall is not 6 

available from the reanalysis, the atmospheric precipitable water vapour (PW), which determines the possible maximum 7 

precipitation, is instead compared with the model outputs every six hours. In addition, the model outputs that cover a larger 8 

domain (D02) are compared with an hourly 0.1-degree gridded dataset obtained from the China Meteorological Centre. The 9 

comparison over domain two is used only as an auxiliary method for subjective verification, based on the assumption that an 10 

experiment with good performance in the inner domain should also capture the large-scale features in the outer domain, as 11 

the appropriate representation of these large-scale features will result in more accurate boundary conditions. 12 

 13 

Seven error metrics that describe different features of precipitation are selected for use as objective verification metrics. Five 14 

are rainfall-related and compared by bilinear interpolation of the output of the simulations to the grid of the ground truth data. 15 

The accumulated areal rainfall is assessed using the relative error of the total precipitation (𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇). The percentage of correct 16 

rainfall hits is measured using the probability of detection (𝑃𝑃𝑃𝑃𝑃𝑃) with a threshold of 0.1 mm. The root mean squared error 17 

(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅) represents the amount of continuous error in the predicted precipitation. Detailed illustrations of these three metrics 18 

can be found in Liu et al. (2012) and Tian et al. (2016). The other two rainfall-related metrics are the relative error of the 19 

maximum grid precipitation (𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) and the Pearson correlation coefficient (𝑅𝑅), which describe the spatial association 20 

between the simulations and the ground truth data (Eq. (1) and Eq. (2)). The two metrics selected for the verification of PW 21 

(PW-related metrics) are the root mean squared error (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) and the Pearson correlation coefficient (𝑊𝑊𝑊𝑊). For 22 

comparison, the PW fields of the reanalysis are remapped to the grids of the model outputs using the WRF Preprocessing 23 

System (WPS). In this study, all of the metrics are calculated between the simulations and the reference data on the same grid 24 

at each time step (3 h in D03). The values of these metrics are then averaged over four different time periods (6 h, 12 h, 18 h, 25 

and 24 h) counted from 12 am on 21 July 2012. Different time periods are selected with the purpose of determining whether 26 

the performance of WRF differs when the evaluation is conducted using different durations. 27 

 28 
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Here, R is the empirical spatial correlation coefficient; 𝑀𝑀 is the total number of grid points within the evaluated domain of 1 

the starting experiment; 𝑓𝑓𝑗𝑗 is the value of the 𝑗𝑗 th grid point in the tested field at time step 𝑖𝑖; 𝑟𝑟𝑗𝑗  is the value of the reference 2 

field; 𝑁𝑁 is the total number of time steps, depending on the time period considered; and RE is the relative error. For the 3 

maximum precipitation, 𝑓𝑓 is the tested value of the maximum gridded precipitation over the area of interest, and r is the 4 

reference value of the maximum gridded precipitation over the same area. 5 

 6 

To facilitate evaluation, the metrics are further adjusted to ensure that the ideal value of all of the metrics is 1. In this study, 7 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 and 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 are first divided by a rescaling factor to fall into the range of 0-1 and then subtracted from 1 to provide 8 

an indication of good performance. The rescaled metrics, 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ and 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′, have the value 1 representing the lowest 9 

accumulated error (highest accuracy). The factor used for rescaling is determined by the largest values of each error metric in 10 

all of the experiments and keeps the same for all of the evaluated time periods (Sikder and Hossain, 2016). 𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 and 11 

𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇 are added by 1 to have the ideal value of 1. The rescaled metrics are 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ and 𝑇𝑇𝑇𝑇′, respectively. The other 12 

metrics are not rescaled because they already have ideal values of 1, but they are assigned a new set of symbols to distinguish 13 

them from the original metrics used before rescaling. For example, 𝑃𝑃𝑃𝑃𝑃𝑃 is replaced with 𝑃𝑃𝑃𝑃𝑃𝑃′, and 𝑅𝑅 is replaced with 𝑅𝑅′. 14 

Table 2 shows the correlations between the original metrics and the rescaled metrics. Given that the metrics describe 15 

different features of the rainfall simulations, the values of these metrics are checked and considered together in subjective 16 

verification to determine the likely best set of domain configuration options and to search for the longest reasonable spin-up 17 

time. 18 

 19 

[Table 2] 20 

 21 

5 Results and Analyses 22 

In each scenario, the metrics are compared among the experiments that consider different durations and cover the same 23 

domain (D03). The results are presented in four sub-graphs; each sub-graph shows the values of the metrics calculated for 24 

individual evaluated time periods. The spatial distribution of rainfall is also presented over domain two (D02) when evident 25 

discrepancies are noted in the results obtained for the inner domain (D03) and the outer domain (D02). Table 1 shows the 26 

categories of the scenarios and the model configurations adopted in each experiment. In the following section, the domain 27 

size scenario (S1) is evaluated first, followed by the vertical resolution scenario (S2) and the horizontal resolution scenario 28 

(S3). 29 

 30 
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5.1 Results of the Domain Size Scenario 1 

Fig. 3 shows the spatial values of the verification metrics for the WRF domain size experiments. The performance of the 2 

experiments clearly worsens as the evaluated temporal duration increases from 6 h to 24 h. The most evident deteriorations 3 

are detected in the point-to-point accuracy of the rainfall; the reversed root mean squared error (𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′) decreases by 0.8, 4 

which represents a six-fold increase in the cumulative spatial error. The spatial association between the simulations and the 5 

gridded observations also declines; the Pearson correlation coefficient (𝑅𝑅′) decreases by 0.3 on average. Although a slight 6 

increase is observed in the percentage of correct hits (𝑃𝑃𝑃𝑃𝑃𝑃′) during the first 18 hours, this increase is followed by a rapid 7 

decrease of nearly 14 % during the last stage of the rainfall event. The relative bias in the accumulated areal rainfall (𝑇𝑇𝑇𝑇′) 8 

indicates that the total rainfall amount is underestimated throughout the entire evaluated temporal period. The maximum 9 

gridded precipitation (𝑃𝑃𝑃𝑃𝑃𝑃𝑋𝑋′) is also underestimated; the largest negative bias occurs during the heavy convective rainfall 10 

stage. For PW, a slight decrease is found in the reversed accumulated error (𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′), whereas an increase of 5 % - 9 % is 11 

detected in the spatial correlation coefficient (W𝑅𝑅′). Such variations may be attributable to the role of the updated boundary 12 

conditions in adjusting the local model solutions to approach the large-scale atmospheric circulation conditions. 13 

 14 

[Figure 3] 15 

 16 

Comparison of the four sub-graphs shows that the values of the metrics do not point to a single perfect experiment in a given 17 

period, and their ranked predictive skills determined using a given metric differ when evaluated over different time periods. 18 

During the early stage of the rainfall event (6 h), C0 yields better performance than C1 and C2 in terms of 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′, 𝑅𝑅′ and 19 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′; it simultaneously displays the lowest value of 𝑃𝑃𝑃𝑃𝑃𝑃′ and the largest bias in estimating the total precipitation. 20 

Although the superiority of C0 is more evident in the second period, a sharp deterioration is then observed in capturing the 21 

point-to-point accuracy of precipitation for the 18-h duration, where the lowest 𝑅𝑅′ is obtained. Meanwhile, C1, which 22 

employs a domain of moderate size, displays greater skill than C0 in capturing the correct hits and the spatial pattern of the 23 

simulated rainfall. C2 employs the largest domain. Although it shows the best fit to the rainfall observations on the daily 24 

scale (24 h), it displays the worst performance over the three shorter time periods. For the PW fields, the highest similarity 25 

with the ERA-Interim reanalysis is found for C0, whereas the lowest similarity is found for C2. These results demonstrate 26 

indirectly that small domains are more likely to be influenced by updated boundary conditions. 27 

 28 

In this scenario, if the experiments are merely evaluated in D03, the conclusion that C0 displays the best performance during 29 

most of the evaluated time periods may be reached. However, when evaluated in D02, clear differences between C0 and the 30 
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ground truth in both the spatial characteristics of the rainfall and the magnitude of the maximum precipitation are detected. 1 

Fig. 4 shows the spatial distribution of the accumulated six-hour precipitation over the domain two area of C0. Note that the 2 

speed of movement of the belt of heavy rain simulated in C0 is a few kilometres per hour faster than those in C1 and C2, 3 

leading to an early end of the heavy rainfall event. This difference may explain why the modelling skill of C0 declines 4 

significantly as the end of the rainfall event approaches. The belt of heavy rain in C0 displays an orientation that is shifted 5 

nearly ten degrees northward from those simulated in C1 and C2 during the first six hours, and the storm centre in C0 6 

displays the smallest range; it is nearly half of the area in C2. The results indicate that the domain size of C0 is not broad 7 

enough to allow the model physics to fully develop the small-scale features that favour heavy rainfall. The spatial 8 

characteristics of precipitation are relatively similar in the other two experiments, but C1 outperforms C2 in both the 9 

rainfall-related and the PW-related features over domain two. It may be that C2 does not yield better performance than C1 10 

because of its inefficient use of boundary conditions to adjust the false perturbations generated by the local model run. 11 

Therefore, C1 is verified as reasonable from both statistical and physical perspectives and is chosen as the optimal 12 

experiment in the domain size scenario (OS1). 13 
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 16 

5.2 Results of the Vertical Resolution Scenario 17 

Based on the analysed results, C1 is selected as the starting experiment in the vertical resolution scenario. As mentioned 18 

above, C1 is forced with the ERA-Interim pressure-level data with 29 vertical levels. C3 and C4 are forced with the same 19 

pressure-level data with 57 and 85 vertical levels, respectively, whereas C5 is forced with the model-level data with 38 20 

vertical levels. As shown in Fig. 5, a decline in model performance is also obtained for all of the vertical resolution 21 

experiments as the evaluated time period increases in length. Moreover, the largest deterioration in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ is also observed; 22 

it decreases by 0.82 on average. The values of 𝑇𝑇𝑇𝑇′ and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ derived from the simulations are slightly higher than those 23 

predicted in S1 but are still less than those calculated for the actual precipitation over the entire rainfall event. 𝑃𝑃𝑃𝑃𝑃𝑃′ displays 24 

an evident decrease during the end stage of the rainfall event, and its magnitude decreases 50 % less relative to that shown in 25 

C1. The most obvious difference from the domain size scenario is that the values of 𝑅𝑅′ calculated between the simulations 26 

and the ground truth vary slightly and remain almost the same between the different time periods. In addition, the 27 

performance of the vertical resolution experiments seems to be less sensitive to the boundary conditions because they result 28 

in relatively small variations in 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ and W𝑅𝑅′. 29 

 30 
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 1 

Unlike the apparent discrepancies noted in the metrics obtained for the domain size experiments, the differences in the 2 

rainfall-related metrics among the experiments with different numbers of vertical levels are not evident, especially during the 3 

less rainy period (6 h) and the period when convective rainfall dominates (12 h). During the first 12 hours, C4 displays better 4 

agreement with the gridded observations than the other three experiments in terms of the accuracy and spatial correlation of 5 

the rainfall amount. However, over the longer time periods, C3 displays the greatest skill, according to most of the 6 

verification metrics. Comparing C3 and C1 shows that increases in the vertical resolution may increase WRF’s ability to 7 

explicitly resolve small-scale physical processes and improve the accuracy of the amount and distribution of the simulated 8 

rainfall. Comparing C3 and C4 shows that, although C4 include further refinement of the vertical resolution, its performance 9 

is worse than that of C3 when the evaluated time period increases to more than 12 hours. This result may occur because 10 

progressive reductions in the vertical grid spacing magnify the propagation of surface perturbations through the vertical grid 11 

columns, potentially weakening the kinetic energy that favours precipitation. Examining the values of 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ and W𝑅𝑅′ 12 

shows that the differences between the simulations and the reanalysis are more distinct in C3 and C4 than in C1. This 13 

discrepancy may occur due to the exaggeration of the initial errors introduced by the interpolation process and the 14 

incorporation of false surface perturbations introduced by the limited accuracy and resolution of the initial forcing data. C5 15 

shows either better or worse performance than C1 in each period but produces less accurate rainfall simulations than C3 over 16 

most of the evaluated durations. As such, C3 is identified as yielding the best performance in the vertical resolution scenario. 17 

 18 

5.3 Results of the Horizontal Resolution Scenario 19 

Based on the results obtained for scenario S2, C3 is selected as the starting experiment in the horizontal resolution scenario. 20 

The modelling skill of the S3 experiments shows similar temporal trends as that of the S2 experiments (Fig. 5 and Fig. 6). 21 

However, the sensitivity of the metrics to the variation of the horizontal resolution is more evident than that with different 22 

vertical resolutions. Over most of the evaluated time periods, C6, which has a grid spacing of 1.62 km, displays better 23 

performance than C3 and C7 having grid spacings of 4.5 km and 0.826 km, respectively. Comparison of C3 and C6 shows 24 

that C6 tends to produce more accurate spatial patterns of rainfall throughout the heavy rainfall event in Beijing. Higher 25 

values of 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ and 𝑇𝑇𝑇𝑇′ are also detected in C6 when compared to C3. This result stems in part from the explicit 26 

resolution of the convective processes by the WRF microphysics scheme, which may explain why the 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ of C7 is 27 

higher than C6 over most of the tested durations. Note that the modelling skill of C7 deteriorates rapidly after the heavy rain 28 

begins (12 h); the lowest 𝑃𝑃𝑃𝑃𝑃𝑃′ and 𝑅𝑅′ values of the three experiments are obtained for this simulation and time period. 29 

Analysis of the 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ values suggests that simulation C7 displays significant departures from the coarser-scale PW 30 

fields that are used to force the model. Thus, model simulations with excessively high horizontal resolutions may also 31 
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display poor performance. Theoretically, this deterioration may be attributed to the accumulated errors introduced by the 1 

imperfect model physics or biases in the initial and boundary conditions, which can be exaggerated by the chaotic nature of 2 

NWP systems. According to the above analysis, C6 yields the best agreement with the ground truth data among the 3 

horizontal resolution experiments. 4 

 5 

[Figure 6] 6 

 7 

5.4 Searching for the Likely Ideal Spin-up Time 8 

To limit the effects of the chaotic nature of NWP on the model simulations and extend the lead time, the scenario in which the 9 

spin-up time used in WRF is varied is placed at the end of the experimental design, after the possible errors introduced by 10 

inappropriate domain configuration options have been reduced. In S4, C6 is adopted as the starting experiment (OS3). 11 

Unlike the previous scenarios, the ranks of the spin-up time experiments, as sorted by the metrics, are nearly the same across 12 

the different time periods. Hence, Fig. 7 presents only the modelling skill of the spin-up time experiments over the time 13 

period of 18 h. The model performance of WRF in simulating heavy rainfall clearly varies with the spin-up time. For most of 14 

the metrics, an obvious diurnal tendency is found from 0 h to 60 h, followed by a short-term decrease until 72 h; random 15 

fluctuations occur after 72 h. Before 72 h, the variations in the rainfall and PW metrics are almost consistent; thus, the good 16 

fits of the simulations produced by the model runs with longer spin-up times are also physically reasonable within this period. 17 

The discrepancies among these experiments may be due to differences in the initial conditions (e.g., the water vapour 18 

amounts and the times of day when the simulations begin). 19 

 20 

[Figure 7] 21 

 22 

From 𝑇𝑇𝑇𝑇′, it is found that all of the spin-up time experiments underestimate the total rainfall amount during the heavy 23 

rainfall event. Of all of the rainfall-related metrics, 𝑃𝑃𝑃𝑃𝑃𝑃′ is found to display the least sensitivity to the spin-up time; 24 

however, it displays similar variations over time as 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′, 𝑅𝑅', and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ before 72 h, with the highest values shown in 25 

the experiment with a spin-up time of 48 h (C11). Positive biases are detected in 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ in C9 (which is run 24 hours ahead) 26 

and C11, in which the largest positive biases are detected in the simulated amount of water vapour across the analysed 27 

periods and earlier (during the initialization period). This result may occur because the atmospheric water vapour content 28 

determines the maximum possible rainfall amount. C12, which includes a spin-up time of 60 h, is ranked third in terms of 29 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′, whereas it displays better performance than C9 and C11 in terms of 𝑇𝑇𝑇𝑇′, W𝑅𝑅′, and 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝐸𝐸′. As seen in Fig. 8, C9, 30 

C11 and C12 also rank in the top three, based on the values of the rainfall-related metrics calculated over domain two. 31 
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However, larger departures from the forcing PW fields are seen in C9 and C11 than in C12. The difference is that C12 shows 1 

the best agreement with the ground truth data in terms of both the rainfall- and PW-related fields. Overall, C12 is regarded as 2 

the experiment that best reproduces the Beijing SDHR event with the optimal set of domain configuration options and the 3 

longest spin-up time. 4 

 5 

[Figure 8] 6 

 7 

6 Discussion 8 

The results reveal that the initial experiment with the most commonly employed WRF domain settings does not yield the best 9 

performance in reproducing the temporal and spatial characteristics of SDHR on the convective scale. In S1, the assigned 10 

domain size of C0 is not sufficiently broad to allow the model physics to fully develop local small-scale features, resulting in 11 

obvious reductions in modelling skill as the evaluated time duration increases from 12 h to 24 h. Further refinement of the 12 

grid spacing of C0 in S2 and S3 is shown to enable more explicit resolution of convective processes, leading to more accurate 13 

rainfall simulations. The comparison made in S4 suggests that the proper spin-up time is determined by both the time needed 14 

for model initialization and the accuracy of the initial conditions fed into the model run. Moreover, experiments with too 15 

large domains, too high spatial resolutions, or too long spin-up times also yield poor performance in rainfall simulations. 16 

Therefore, the reasonableness of these WRF settings should be checked before the model is utilized in regional NWP 17 

systems for flood forecasting or as a reference for the design of flood mitigation strategies. 18 

 19 

In addition to exploring whether the recommended WRF domain configuration options and spin-up time are optimal for 20 

application in SDHR-prone urban areas, the performance of the model is quantified, and its total improvement is evaluated 21 

by comparing the values of the verification metrics yielded by the experiments. Table 3 compares the values of the 22 

verification metrics obtained for the optimal experiments in each scenario with the values obtained for the initial experiment. 23 

Here, the 18 h time duration is selected for evaluation because it covers most of the heavy rainfall event, and the metrics 24 

calculated over this period display a greater range and thus greater ability in identifying the simulation with the best 25 

performance. One exception is the domain size scenario, in which C0 presents the most obvious reduction in performance 26 

during the last stage of the rainfall event (24 h). Therefore, the improvement in C1 relative to C0 is mainly represented by 𝑅𝑅' 27 

and 𝑃𝑃𝑃𝑃𝑃𝑃′ across D03 over the 18-h time period. The improvement produced by refining the vertical resolution is indicated 28 

by all of the rainfall-related metrics but is accompanied by a decrease in 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝐸𝐸′ that stems in part from the reduction in 29 

kinetic energy, which promotes rainfall. C6 yields higher values of 𝑃𝑃𝑃𝑃𝑃𝑃′, 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′, 𝑅𝑅', and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ when compared with C3, 30 
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indicating that appropriate increases in the horizontal resolution can increase the accuracy of rainfall simulations. The largest 1 

differences in the metrics between C6 and C12 occurs for 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′, which may relate to the different initial weather 2 

conditions at the different starting times of the model runs. 3 

 4 

[Table 3] 5 

 6 

Overall, although the magnitudes of the increases in the rainfall metrics differ, they all reflect an increase in model skill after 7 

the re-evaluation process has been conducted. Specifically, 𝑅𝑅' increases from 0.226 in C0 to 0.67 in C12; 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ increases 8 

from 0.098 to 0.402; and 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ increases from 0.44 to 0.883. As the complete assessment is based on objective 9 

verification metrics and checked by subjective verification methods, it can be concluded that the domain configuration 10 

options and the spin-up time have significant effects on regional simulations of SDHR. Therefore, re-evaluating the values of 11 

those settings used in high-resolution regional studies is certainly worthwhile, and the accuracy of predictions of heavy rain 12 

clearly benefit from these analyses. For the evaluated metrics, evaluations based on a single type of metric or a single time 13 

period may clearly result in partially accurate conclusions. The use of datasets from multiple sources in verification can help 14 

increase the comprehensiveness of the analyses, such as the use of 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ and 𝑊𝑊𝑊𝑊′ in this study. The use of different 15 

time periods helps to determine the optimal configurations with higher physical rationality, such as the selection of the 16 

proper domain size. In addition, the verification results may also depend on the fields and temporal-spatial scales of interest. 17 

To further understand the effects of WRF model configuration options on regional simulations of sub-daily heavy rainfall, 18 

more objective verification metrics for SDHR should be developed, and more case studies of SDHR events are also needed. 19 

Given that the uncertainties in the regional NWP studies result mainly from the inaccurate boundary conditions associated 20 

with grid nesting techniques, methods that can serve as alternate schemes to reduce these uncertainties are also worth 21 

studying. Examples include the mesh transitions approach used on irregular grids. In addition, more accurate simulations are 22 

expected when the model is driven with forcing data with higher temporal or spatial resolutions than those of the 23 

ERA-Interim reanalysis because the uncertainties and errors introduced by the input data could be further reduced. 24 

 25 

7 Conclusions 26 

In this study, a comparative test is designed to evaluate the effects of WRF domain configuration options and the spin-up 27 

time on simulations of the precipitation during the SDHR event that occurred on July 21st, 2012 in Beijing, China. Three 28 

nested domains are established; D01 is the largest, has the coarsest resolution, and covers the leading synoptic features, and 29 

D03 is the smallest and covers the area of interest, Beijing. The initial conditions of the three domains are provided by the 30 

ERA-Interim reanalysis and the 30-second static geographical datasets. For the LBCs, D01 is forced by the ERA-Interim 31 

17 
 



reanalysis, whereas D02 is forced by D01, and D03 is forced by D02. The reference ground truth data used for verification is 1 

3-hourly 0.05 gridded rainfall observations and the coarser-scale ERA-Interim reanalysis. Five rainfall-related error metrics 2 

and two PW-related indices that monitor the departure of the model simulations from the driving fields are calculated at the 3 

convective-resolving scale over different sub-daily time spans. These metrics are then checked and considered together as 4 

part of a subjective verification process that is intended to pinpoint the likely best combination of the domain configuration 5 

options and spin-up time and to help quantify the possible improvements in the model performance of WRF in reproducing 6 

severe SDHR events after carrying out the entire re-evaluation process. 7 

 8 

Precipitation simulations are sensitive to changes in domain size, vertical resolution, horizontal resolution and spin-up time. 9 

Of all of the configurations, the most obvious variations are found when adjusting the domain size and the spin-up time. This 10 

analysis shows that domains that cover only the area of interest may be insufficiently broad to permit full development of 11 

small-scale features, resulting in poor performance in capturing the spatial pattern of heavy rainfall, especially in the early 12 

stages of rainfall events. Despite the dominant role of chaotic processes, it is still possible that model runs with longer 13 

spin-up times may result in better rainfall simulations, given favourable initial weather conditions. The effects of the vertical 14 

and horizontal resolutions are smaller, but the accuracy of the rainfall amount and the correct hits exhibit evident increases in 15 

runs with slightly higher spatial resolutions. A comparison of C12, which uses the evaluated optimum configurations, and C0, 16 

which uses the recommended settings, shows that the metrics clearly increase. Specifically; 𝑅𝑅' increases from 0.226 to 0.67; 17 

𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃  rises from -56% to -11.7%; and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  decreases by 33.65 %. Thus, substantial benefits may result from 18 

re-evaluating the WRF domain configuration options and spin-up times used in regional studies of SDHR. 19 

 20 

Given the intensification of SDHR and the increased risks posed by SDHR-induced hazards, the demands of the operational 21 

flood management community for more accurate rainfall predictions with longer lead times, especially over highly affected 22 

areas with very short hydrologic response times, are increasing. One method that has now been proven to be effective is to 23 

dynamically downscale freely available global NWP products to areas of interest using high-resolution regional NWP 24 

models (e.g., WRF). Therefore, the uncertainties associated with the downscaling process, such as errors in boundary 25 

conditions and the issues associated with grid nesting, should be carefully evaluated to ensure that the rainfall simulations 26 

produced are both statistically accurate and physically reasonable before they are employed in flood forecasting systems. 27 

This study illustrates the importance of re-evaluating the domain configuration options and spin-up times used in WRF in 28 

improving regional rainfall simulations. Comparisons of the metrics indicate that evaluations based on just one category of 29 

metrics or values of metrics calculated over only one time period (e.g., 24 h) do not result in comprehensive comparisons and 30 

may lead to partially accurate conclusions. The use of PW fields calculated against reanalysis output is verified to be helpful 31 

in determining the optimal set of model configurations when analyses of rainfall-related metrics do not yield uniform 32 

18 
 



conclusions. In addition, evaluations conducted over larger-scale domains are demonstrated to have utility in establishing the 1 

reasonableness of the evaluated results. Overall, the evaluation process is partly subjective. To simplify the assessment 2 

process, verification methods that can replace this subjective verification procedure should be developed. More regional case 3 

studies are also needed to further investigate the effects of configuration options in simulations of regional SDHR and to 4 

explore methods of reducing the uncertainties in regional NWP modelling associated with the scale-variation procedures. In 5 

addition, the use of more accurate forcing data with higher temporal and spatial resolutions is also expected to reduce the 6 

errors in the initial and boundary conditions and could thus be helpful in further improving the accuracy of rainfall 7 

simulations and extending the lead times of forecasts. 8 

 9 
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Figure captions 

Figure 1: Relative location of the study area. 

Figure 2: Initial wind field and geopotential height field at 12 pm on 20 July 2012 over the Northeastern Hemisphere 

obtained from the ERA-Interim reanalysis. 

Figure 3: Spatial values of the verification metrics for the WRF domain size experiments, calculated over different 

temporal durations and over domain three. 

Figure 4: Spatial distribution of 6-h accumulated precipitation for the domain size experiments over the domain two 

area of Case 0 during the heavy rainfall event beginning at 12 am on July 21, 2012. 

Figure 5: As in Fig. 3, but for the experiments in scenario two with different vertical resolutions.  

Figure 6: As in Fig. 3, but for the experiments in scenario three with different horizontal resolutions. 

Figure 7: Spatial values of the verification metrics for the WRF spin-up experiments, calculated over 18-h periods 

and over domain three. 

Figure 8: As in Fig. 7, but the metrics are calculated over 18-h periods and over domain two in Case 6. 

Table captions 

Table 1: Categories of experiments with different domain sizes, vertical resolutions, horizontal resolutions and 

spin-up times. 

Table 2: Correlations between the original and rescaled objective verification metrics. 

Table 3: Comparison of the values of the error metrics in the initial experiment and the optimum experiments 

identified for each scenario. 
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Figure 1: Relative location of the study area. The left panel shows the three nested domains adopted in most of the experiments, 

of which domain three (D03) covers the entire Beijing area; the right panel depicts the geographic features of the Beijing area. 
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Figure 2: Initial wind field and geopotential height field at 12 pm on 20 July 2012 over the Northeastern Hemisphere obtained 

from the ERA-Interim reanalysis. (a) The fields at 500 hPa; (b) the fields at 700 hPa. 
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Figure 3: Spatial values of the verification metrics for the WRF domain size experiments, calculated over different temporal 

durations and over domain three. Case 0 (C0) incorporates the smallest domain, which covers north-central China; Case 1 (C1) 

incorporates a domain of intermediate size that covers northern China and part of Mongolia; and Case 2 (C2) incorporates the 

largest domain, which covers the Northeastern Hemisphere. The metrics are calculated over time periods of 6 h, 12 h, 18 h, and 

24 h that begin at 12 am on 21 July 2012. 
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Figure 4: Spatial distribution of 6-h accumulated precipitation for the domain size experiments over the domain two area of C0 

during the Beijing heavy rainfall beginning at 12 am on July 21, 2012. (a) Accumulated precipitation (AP) in C0 during the first 

6-h period (0 h-6 h); (b) AP in C0 during the second 6-h period (6 h–12 h); (c) AP in C0 during the third 6-h period (12 h-18 h); 

(d) AP in C0 during the fourth 6-h period (18 h-24 h); (e) AP in C1 during the first 6-h period; (f) AP in C1 during the second 6-h 

period; (g) AP in C1 during the third 6-h period; (h) AP in C1 during the fourth 6-h period; (i) AP in C2 during the first 6-h 

period; (j) AP in C2 during the second 6-h period; (k) AP in C2 during the third 6-h period; and (l) AP in C2 during the fourth 

6-h period. 
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Figure 5: As in Fig. 3, but for the experiments in scenario two with different vertical resolutions. Case 1 is forced by the 

ERA-Interim pressure-level data with 29 vertical levels; Cases 3 and 4 are forced by the same data but include double and triple 

the number of vertical levels, respectively; Case 5 is forced by the ERA-Interim model-level data with 38 vertical levels. 
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Figure 6: As in Fig. 3, but for the experiments in scenario three with different horizontal resolutions. Case 3 has an initial 

downscaling ratio of 1:3:3 with horizontal grid spacing of 40.5 km, 13.5 km and 4.5 km, whereas Cases 6 and 7 have the same 

large horizontal grid spacing with nesting ratios of 1:5:5 and 1:7:7, respectively. The innermost grid spacing is 1.62 km in Case 6 

and 0.826 km in Case 7.
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Figure 7: Spatial values of the verification metrics for the WRF spin-up experiments, calculated over 18-h periods and over 

domain three. Case 6 employs an initial spin-up time of 12 h; Case 8 employs a spin-up time of 0 h; and from Case 9 to Case 19, 

the spin-up time is increased from 24 h to 144 h by every twelve hours.  
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Figure 8: As in Fig. 7, but the metrics are calculated over 18-h periods and over domain two in Case 6. 
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Table 1: Categories of experiments with different domain sizes, vertical resolutions, horizontal resolutions and spin-up times. 

Scenario Experiment Number Domain Size 
Vertical 

Levels 

Horizontal Resolution 

(nesting ratio) 
Spin-up Time 

Domain 

Size (S1) 

Case 0 (C0) 
D01 40×40 D02 72×72 

D03 90×90 

29 (pressure 

level) 

D01 40.5km; D02 

13.5km; D03 4.5km 

1:3:3 

12 h 

Case 1 (C1) D01 80×64 D02 120×120 As C0 As C0 As C0 

Case 2 (C2) D01 160×128 D02 240×192 As C0 As C0 As C0 

Vertical 

Resolution 

(S2) 

Optimal Case in S1 

(OS1) 
As OS1 29 As C0 As C0 

Case 3 (C3) As OS1 57 As C0 As C0 

Case 4 (C4) As OS1 85 As C0 As C0 

Case 5 (C5) As OS1 
38 (model 

level) 
As C0 As C0 

Horizontal 

Resolution 

(S3) 

Optimal Case in S2 

(OS2) 
As OS1 As OS2 1:3:3 As C0 

Case 6 (C6) As OS1 As OS2 

D01 40.5km; D02 8.1km; 

D03 1.62km 

1:5:5 

As C0 

Case 7 (C7) As OS1 As OS2 

D01 40.5km; D02 

5.785km; D03 0.826km 

1:7:7 

As C0 

Spin-up 

Time (S4) 

Optimal Case in S3 

(OS3) 
As OS1 As OS2 As OS3 12 h 

Case 8 (C8) As OS1 As OS2 As OS3 0 h 

Case 9-Case 19 

(C9 - C19) 
As OS1 As OS2 As OS3 

24 h – 144 h 

per 12 h 
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Table 2: Correlations between the original and rescaled objective verification metrics. 

Original Metrics Representative Meaning Rescaled Metrics Threshold Value 

𝑃𝑃𝑃𝑃𝑃𝑃 Probability of Detection 𝑃𝑃𝑃𝑃𝑃𝑃′ = 𝑃𝑃𝑃𝑃𝑃𝑃 N/A 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 Root Mean Squared Error 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ = 1 −𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚⁄  + 62.5 max 

𝑅𝑅 Pearson Correlation Coefficients 𝑅𝑅′ = 𝑅𝑅 N/A 

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 RMSE of the Precipitable Water 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ = 1−𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚𝑚𝑚⁄  + 8.3 max 

𝑊𝑊𝑊𝑊 R of the Precipitable Water 𝑊𝑊𝑊𝑊′ = 𝑊𝑊𝑊𝑊 N/A 

𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 Relative Error of the Maximum Precipitation 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ = 𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 1 N/A 

𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇 Relative Error of the Total Precipitation 𝑇𝑇𝑇𝑇′ = 𝑅𝑅𝑅𝑅𝑇𝑇𝑇𝑇 + 1 N/A 
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Table 3: Comparison of the values of the error metrics in the initial experiment and the optimum experiments identified for each 

scenario. 

Experiment 

Number 
𝑃𝑃𝑃𝑃𝑃𝑃′ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′ 𝑅𝑅′ 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊′ 𝑊𝑊𝑊𝑊′ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃′ 𝑇𝑇𝑇𝑇′ 

Case 0 (C0) 0.950 0.098 0.226 0.789 0.980 0.440 0.478 

Case 1 (C1) 0.960 0.064 0.376 0.622 0.967 0.436 0.471 

Case 3 (C3) 0.969 0.110 0.373 0.610 0.967 0.515 0.496 

Case 6 (C6) 0.963 0.205 0.375 0.600 0.956 0.582 0.592 

Case 12 (C12) 0.959 0.402 0.670 0.807 0.977 0.883 0.920 
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