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This manuscript deals with investigating the ability of a hydrologic model to reproduce
observed streamflow time-series. Several new metrics are proposed to distil/process
the simulated vs observed hydrographs, including Q-Q plots, and wavelet coherence,
among others. In general, | believe the authors present an interesting and needed case
for using purpose-driven calibration metrics. Below are a few comments and questions
that I think are relevant to this manuscript.

You state "Models can be developed for a variety of applications and the metrics used
to evaluate them should be targeted to the application of interest". To me, this is the
primary reason for using different calibration/conditioning metrics: improve the model’s
ability to simulate its purpose. To that end, I think it would be useful to state the purpose
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of the two example models and then (at least) allude to how using the newly proposed
metrics to judge the model’s fitness are related to these purposes. Additional and new
ways of comparing model outputs to observations have been shown to be an effective
way to reduce bias and uncertainty in quantities of interest, but only if the new metrics
are "similar" to the quantities of interest.

Response: Thank you for the suggestion. We agree that we should more clearly dis-
cuss the purpose of our models and will add content to address this missing informa-
tion. Each of the tools in the HydroME toolbox were developed to address particular
issues, for which we needed more targeted evaluation metrics. Highlighting our own
impetus for developing the tools will help ground them in reality for readers. In the
revised manuscript we will provide 2-3 concise paragraphs explaining the purpose of
the models and link them directly to the tools developed. The Le Sueur River Basin
(LSRB) model was developed to evaluate the impact of land use change from predom-
inantly prairie wetlands to tiled row crop agriculture primarily to evaluate changes to
flow and its impact on turbidity. The model is also used, in two publications in prepa-
ration, to evaluate the effectiveness of different sediment reduction strategies. In the
SWAT model, sediment is routed using a modified version of the Bagnold stream power
equation which is a function of peak flow (Neitsch et al., 2011). As several studies rec-
ommend, we calibrate for sediment after the model is calibrated for streamflow (e.g.,
(Santhi et al., 2001;Engel et al., 1993;Arnold et al., 2012)). Errors that are not resolved
or minimized during streamflow calibration will carry over to sediment calibration. This
can misrepresent the sediment processes as they will be adjusted to compensate for
flow errors. Hence, we used wavelet analysis to evaluate if modeled flows in the form
of shape of the hydrograph matched measured flows on any particular day. The Root
River Basin (RRB) model was developed to inform a sediment budget and evaluate the
effect of water retention structures (wrs) in the landscape and their role in the changing
the flow regime. Flow duration curves (FDCs) show how the flow regime of modeled
flows compare with that of the measured flows. FDC served as a tool to provide con-
fidence in the modeled scenarios. In other words, it allowed for a relative comparison
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of flows while evaluating scenarios. For example, let's take the case of assessing a
particular wrs scenario on flow changes. If the scenario predicts that there is a change
corresponding to certain flows, comparison can be made with the fdcs of measured
and calibrated model flow. We used this in a relative sense to explain the change in
any particular flow type. Although, the use of fdc in the context of calibration is not
particularly new (e.g., (Westerberg et al., 2011), its use in calibration is very limited.
Similarly, by narrowing the NSE or R2 to evaluate specific seasons using box plots,
we can assess the effects of wrs structures on flow in a more targeted manner. In
addition, the box plot representation of NSE and R2 also allows us to see a summary
of how each of the seasons (or time periods of interest) performed. As both these
metrics are biased towards larger flows, they are sensitive to the large flows within in
each time period of evaluation. Additionally, analysis in the frequency domain allows
us to see if there are any systematic discrepancies in model simulated flow. For ex-
ample, mismatch corresponding to flows related to particular periods (vertical axis in
the wavelet coherence plot). When we view the flow differences in the time domain
(Euclidean metric), we only see the magnitude, which cannot be compared to evaluate
systematic discrepancies. This is because magnitude differences cannot capture the
local shape of the curve. Further, by combining wavelet analysis with the calibration
parameter candidate selection classification approach, we can identify parameters that
are sensitive to certain periods and not others. This can further help limit the number
of parameters that should be calibrated.

Why not place the calibration problem you describe into the context of a Bayesian
inference problem? Many of the issues you describe related to parameter types and
uncertainty and equifinality (posterior parameter distribution) could be stated in the
context of Bayesian concepts.

Response: Yes, posing the calibration problem in a Bayesian construct can certainly be
one approach. We wanted to approach calibration parameter candidate uncertainty in a
simple way by means of separating the parameters to include/exclude for calibration in
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sequential order. Additionally, with the number of parameters continuously increasing
in distributed hydrologic models to describe new processes and posing the calibration
problem in the context of pdf would mean considerable additional information, much
of which may be unavailable. We wanted to illustrate an approach that does not need
additional information and can be an alternative to other approaches.

You are focused on forming multi-component, subjective metric(s) to gauge a model’s
ability to simulate the past. This sounds similar to the purpose of GLUE. Why no
specific mention of GLUE?

Response: As we are not evaluating uncertainty using a pseudo-Bayesian approach as
implemented within GLUE (Mantovan and Todini, 2006), we did not specifically mention
GLUE. Another fundamental difference between GLUE method and the approach pre-
sented in this paper is not solely rely on sensitivity for parameter selection (as GLUE
method includes parameters as calibration candidates based on a sensitivity analysis
(Montanari, 2005;Beven and Binley, 1992)). However, we agree with the reviewer that
there are useful parallels between the approaches, so we have briefly discussed GLUE
in the revised manuscript.

How can you use the analysis of parameters in the time and freq domain in an auto-
mated sense? That is, can a practitioner use the HydroME toolbox in a scripted (batch)
workflow so that time-based and freg-based metrics are output for use in a multicompo-
nent +metric calibration (or a multi-metric calibration)? For example, TSPROC (West-
enbroek and others, 2012) code allows users to programmatically calculate timeseries
statistics. Also, is there a reason not put the HydroME toolbox on github so that the
community can extend and improve the package?

Response: HydroME is a general purpose post processing tool with the ability to pro-
cess and compare time series. It is model independent and currently cannot be used
in automated fashion in batch sense. That may be possible in the future, but was not
feasible given our focus on our science objectives and lack of funding to generate such
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a production grade tool. HydroME source code is now available in a Git repository.
https://github.com/Kkumarasamy/HydroME

page 2, line 3: | think of calibration as the process of reducing model parameter uncer-
tainty by assimilating information in observations.

Response: Yes, we agree in the sense that we will learn what combination can result
in a model that predicts measured outcome. The process may also provide us with
model structures (and the parameters that they represent) that can simulate measured
outcomes.

page 2, line 13: | think gathering more data will help with parameter uncer-
tainty (nonuniqueness) and therefore forecast uncertainty by informing more forecast-
sensitive parameters and also breaking up correlation(s) between forecast-sensitive
parameters. This is true even for conceptual (non-physical) parameters - do you agree?

Response: Yes, non-uniqueness problem can potentially be reduced, but not elimi-
nated, with more data. This may even be true for conceptual parameters. What we
meant to say in that sentence is: For a given model, model structure flaws and basic
problems associated with equifinality cannot be resolved with more data collection.

page 2, line 27: | agree that different and model-purpose-specific metrics should be
employed for conditioning model parameters. How do you know that these new metrics
are aligned with a given model purpose?

Response: We have explained in the first comment’s response.

page 5, line 17: how are you defining parameter "sensitivity"? Parameters sensitive to
the observations or parameter sensitive to the quantities of interest (forecasts) or both?

Response: Parameter sensitivity is defined as the change in outcome (e.g., a given
streamflow metric) in response to a specified change in a parameter value. If there is
a large deviation between the pre and post parameter change curves, we consider the
parameter to be sensitive.
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page 5, line 25: you are describing the process of defining the Prior in a Bayesian
sense, why not call it that?

Response: We wanted to describe an approach to include or exclude a parameter as
a candidate without regard to sensitivity. This classification is qualitative and hence we
are not assigning a prior pdf. Therefore, we are hesitant to define it as a prior.

page 5, line 9: this is true of maximum likelihood estimation. However, if prior informa-
tion is enforced (through parameter ranges, preferred parameter relations, Tikhonov
regularization, etc.), then parameters should be algorithmically adjusted in accordance
with expert knowledge.

Response: We understand and agree that there are other ways to approach calibration,
some more efficient than others. The approach described in this paper does not require
us to define a pdf. The key component of this paper is an analysis in both the time and
frequency domain with pseudo accounting of shape of the hydrograph. Though MLE
is a powerful tool that has wide application in parameter estimation, it is most useful
to assess magnitude errors and cannot evaluate hydrograph shape mismatches. We
also think this approach is a qualitative alternative to defining distributions, which has
its own challenges. Further defining appropriate likelihood function itself has its own
set of challenges (Mantovan and Todini, 2006). So while we agree that there are many
other approaches that that can improve model calibration and evaluation, we believe
we have provided a useful set of tools and examples that will help move the community
forward. We very much appreciate the recommendation of other approaches and will
look forward to considering these in future work.

page 6, line 15: your discussion of the problem of equifinality is key here. You show that
given the available data, many combinations of parameters reproduce the past equally
well. The burning question in my mind is how does this large posterior uncertainty
influences the forecasts (quantities of interest) - the model’'s purpose? If the quantities
of interest are not sensitive to these parameters, then | would wager that this equifinality
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does matter.

Response: We agree with the reviewer that large posterior uncertainty will influence
the forecasts and should warrant further investigation. As this is not the primary scope
of this paper, we have not addressed this topic in detail.

page 7, line 4: | believe the problem you are alluding to with using sensitivity alone
is related to the inability of sensitivities to capture and convey correlation information,
right? Might be worth mentioning that specifically.

Response: We thank the reviewer for bringing up an interesting point. One problem
with choosing calibration parameters based on sensitivity is that it may lead to sub-
stantial distortion of the system. But the correlation issue is related. We have added
the following content to highlight dependency between model inputs in mathematical
models in a sensitivity analysis with the following content “most sensitivity analysis as-
sumes that input parameters are independent and are not correlated, however that
assumption may not always be appropriate (Song et al., 2015).” With regards to this
manuscript, we wanted to describe an approach as to how a modeler can consider if
a parameter is a candidate for calibration or not. It is a procedure, where the mod-
eler can sequentially add parameters that are included for calibration if calibration is
not achieved using the previous set. This is in contrast to how modelers commonly
select highly sensitive parameters as candidates for calibration which is informed from
a sensitivity analysis (Doherty and Skabhill, 2006). Here we define the most influential
parameters in terms of model outcome such as streamflow as sensitive parameters.
In that context, we wanted to highlight that sensitivity alone should not be the reason
for including a parameter as a candidate for calibration. For example, in the context
of SWAT, curve number is commonly used as a candidate for calibration (Arnold et al.,
2012) as its effect can be metaphorically compared to the sledge hammer. Meaning it
is a very sensitive parameter, but might have not have a physical basis for its inclusion
as a calibration candidate.
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Figure 4 - what are the blue boxes meant to draw out?

Response: We wanted to illustrate that by changing the values of the parameters
and contrasting with other variables we can physically explain range-based sensitiv-
ity. Here, we show that the TIMP parameter is sensitive only when temperatures are
below zero. For example, if the study area does not experience subzero temperatures,
we don’t need to include this parameter for calibration. In essence, we wanted to show
that process based thinking still can be quite powerful and should be employed as one
of many tools to limit physical process distortion represented by the model structure.

page 9, line 18: | like the idea of allowing uncertain parameters to be adjusted more
than parameters which defined to be less uncertain. | believe this is what the Prior
parameter distribution and/or Tikhonov regularization attempts to achieve. However,
adjusting only subset of parameters while arbitrarily holding other parameters fixed
may cause other problems related to parameter compensation. That is, while adjusting
the subset of parameters, this subset of parameters are adjusted to fit the observations
as well as possible, even if the information in the observations should in fact be used to
inform one or more of the fixed parameters. Then these parameters are "fixed" and the
next subset is adjusted to reduce the remaining residuals, and so on. | suppose your
multi-component metric should combat this issue to some extent, but why not build your
expert knowledge about the different categories into the Prior and let a well-designed
algorithm find an objective solution to the inverse problem that respects the specified
parameter uncertainty and parameter relationships?

Response: Calibration can be defined as an ill-posed, non-linear inverse problem that
can lead to non-unique solutions. The outcome to parameter mapping is essentially
non-unique. The constrained minimization problem Tikhonov regularization although
quite attractive to solve inverse problems can have issues with numerical stability (Do-
herty and Skahill, 2006). With that said, similar such approaches with modifications
could definitely be used in a calibration application. Here we present a rationale to de-
termine parameters that can serve as suitable candidates for calibration based on how
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much information we have about a particular parameter. Our reasoning for why only
to include subset instead of all 1000+ parameters is based on whether the parameters
were measured, derived or solely derived through a calibration exercise.

page 9, line 23: the problem of equifinality is a result of information deficits related
to model input uncertainty. That is, given what a modeler "knows" about model inputs
(parameters) and what observations are available for conditioning/calibration, any QOI-
sensitive parameter correlation/uncertainty that exists after calibration is going to give
rise to equifinality. | don’t see how categorizing parameter and then adjusting parame-
ter categories sequentially can affect equifinality. It seems like the primary weapon to
combat equifinality is more and diverse types of observations and ways to extract/distill
different components of the observations, which is one of the topics of this manuscript.

Response: We agree with the reviewer that more and diverse types of observations
is the primary and key weapon to constrain or reduce equifinality. However, in most
cases data is still limited to streamflow and available only at few gages with short time
periods. Therefore, we need other ways to address the challenge. Here we describe an
approach where we are saying by not including certain parameters from calibration, the
number of combinations we have is reduced (i.e., constraining equifinality). The reason
why we are excluding certain parameters is because some parameters have scientific
basis in their initialized values. For example, curve number is commonly adjusted to
achieve calibration. Its specification has scientific basis. When papers are adjusting
+10% (e.g., (Williams et al., 2012), it does not have that reasoning other than we need
a parameter that can result in a calibrated model. With that said, if there are specific
justifiable reasons available for adjusting curve number one should do it.

page 11, line 11: | really like this statement - it needs to mentioned elsewhere in the
manuscript. The reason for using other metrics to judgment a model’s fitness for use
is because we need metrics that are more aligned with the "application of interest".

Response: Thank you and we agree. We have included the following content in the
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manuscript “Models are developed for a variety of applications and the metrics used to
evaluate their performance should target the application of interest.” We have included
this content in the abstract, introduction, and conclusion to reiterate the importance of
the point.

page 12: line 16: If the model purpose of the model is to simulate "summer base flows"
then shouldn’t the calibration metric be directly related to "summer base flows" and not
anything else?

Response: In that sentence, summer base flows was listed as an example of the flows
that a modeler could be interested. For our scenario applications we were interested
in several components of match between model simulated flow and observed flow and
includes: pseudo shape and timing of flow evaluated in the frequency domain using
wavelet approach, general model performance without regard for specific events us-
ing magnitude squared coherence approach in the frequency domain, seasonal flows
using traditional metrics such as NSE visualized as box plot, magnitude differences
identified by time for all flows in the time series and flow duration curves and empirical
Q-Q plot as other means of showing the general performance of all model simulated
flows. Even in the rare case that one wants to calibrate a model exclusively for summer
base flows we would recommend a specific metric focusing on summer base flows in
addition to several other metrics to help ensure that other components of the hydro-
logic cycle, which may affect summer base flows in hypothetical modeled scenarios
that don’t exactly follow patterns of the calibration and validation dataset, are properly
represented.
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processor to assist in model calibration and result summarization: U.S. Geological
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