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General comments

Reviewer: This paper describes a method for incorporating accurate rain gauge
measurements in commercial microwave link (CML) rainfall estimation through on-line
parameter adjustment of the CML retrieval model. The idea of adjusting those model
parameters that we know are most uncertain based on rain gauges is very appealing.
This means that the accuracy of the gauges is used where it is most needed. The
authors test their method on two different datasets, with different algorithm settings
and different distances to the gauges used for adjustment. I think that the paper is
interesting and certainly appropriate for HESS. I also have some issues that I think the
authors should deal with before the paper is ready for publication. The most important
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of these issues are: 1) How well does the presented method work when gauges
are even further away from the links (i.e., how well can this method be employed in
sparsely gauged regions)? 2) The model is claimed to be linear, but this is not the
case (see specific comments below). 3) The evaluations presented here are likely
to be heavily influenced by the very high correlation (perfect in the case of one of
the datasets) between the gauges used for adjustment and those used for validation.
More specific remarks are given below.

Authors: It is very motivating for us that the reviewer acknowledges the scientific novelty
of our study and its appropriateness for HESS. We also thank him for the very specific
remarks, which will help us to minimize ambiguities in the presentation of the method
and improve the clarity of the manuscript. Especially regarding the interpretation of
the results. First, we address the general remarks. The detailed comments are then
addressed in the “Specific remarks” section below each single comment.

1. The distance of RGs to CMLs represents an important limit for the use of our
method. However, when RGs are far away this is limiting for any type of adjusting
to ground observations, where “far” is conditional on the space-time correlation
structure of rainfall. In our case, suitable distance of RGs to CMLs depends on
the climatic conditions, type of rainfall (convective, frontal), the quality of CML
data, and also application (requirements on time resolution). We discuss this,
focusing especially on the limitations of our approach, in section 3.2 and 4.3. We
discuss (p. 15, line 2–4) that already RG layouts covering areas in the range of
10–100 km2 tend to underestimate rainfall peaks. We also suggest a potential
remedy: where rain gauges are sparse, or even missing, short CMLs, which are
often severely biased, could be adjusted to long CMLs, which more often behave
according to wave propagation theory (p. 14, line 1–7). Although this is spec-
ulative, because we did not test it in detail, it could be because, for long CMLs,
there is relatively more water volume or drops in the propagation path than for
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short CMLs. For short CMLs, the attenuation in the near field around the two
end nodes, which is not well understood, is comparably larger. Unfortunately,
although we believe that our dataset is truly unique, the RG information is not
suitable for testing the method on more distant RGs. However, this does not
invalidate the original goal of the presented manuscript, which is to show that
adjusting CMLs by gauges is a feasible approach (even when using very straight-
forward method) to improve space-time resolution of rainfall data, especially in
urban areas. That said, we are, once more thankful for the reviewer’s comments.
We will take special care to better reflect the limits of the presented method (see
specific remark 14).

2. The general remark to the (non)linearity of the retrieval model is addressed in
detail under the specific remark 7. In the original manuscript we did not explicitly
stated that the offset parameter kw is constrained to avoid model outputs with
negative rainfall intensity. We also agree with reviewer that the model is not
entirely linear, but piecewise-linear with two segments. We will clarify this in the
manuscript.

3. Regarding artefacts from high or perfect correlation between the RGs used
for calibration and validation, we are fully aware of the fact that the correlation
between RGs constrains the efficiency of our approach. Despite of our effort to
discuss this issue already in the initial version of the manuscript, some ambigu-
ities clearly remain. The specific reviewers remarks were helpful to identify the
corresponding paragraphs and improve the clarity of the text (please see remarks
9, 10, 11, and 19).

Specific comments

1. On p. 3, line 24 the units of are incorrect (should be mm h−1 km dB−β). Thank you,
we will correct it.
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2. On p. 6, lines 10-12 it is mentioned that four links are selected. It’s not clear to me
what this selection was based on. I’m guessing that they were selected because these
links were in (or close to) the catchment. Or were there more links in the area that
were not selected. Can you provide a short statement in the paper about why these
links were selected?

Yes, we have selected links which correspond to the length scale of the catchment,
i.e. to the reference rainfall. Thus, we have concentrated on CMLs which are shorter
than two km (p. 7, lines 1-2, p. 13 lines 13–14). In our experience, this length is also
the most relevant for applications in urban hydrology. Please also note that one CML
was excluded from the analysis because connection was lost during the experiment.
To clarify the selection we will add an additional figure in the supplementary material,
which shows the map of the experimental catchment with the whole CML network
of our collaborating partner, T-Mobile, as an overlay. We will refer to this material in
section 2.1 Experimental sites (on p. 6, line 6). We will also add an information about
which CMLs were affected by the data loss due to communication outages (on p. 6,
line 12).

3. Section 2.3 seems redundant to me, and its contents can simply be put in Sections
2.1.1 and 2.1.2.

Agreed, we will put an information about experimental periods into sections 2.1.1 and
2.1.2 as suggested.

4. On p.7, lines 2-3 the authors claim that using the power law of Eq.(1) could result
in overfitting. However, this power-law relation has been shown to be robust and
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relatively insensitive to variations in raindrop size distributions. So the parameters of
this relation can be safely taken from literature without fitting them within a retrieval
algorithm. The key to getting good rainfall estimates is to properly take effects of
a variable baseline and wetting of antennas into account. So while I can certainly
understand that the authors want to use an as simple equation as possible for the
analyses presented in this paper, I think that the risk of overfitting should not be stated
as a reason here.

Thank you for this comment. In our revision, we will change the overfitting argument
as suggested in comment 6, which addresses the same issue. In addition, we adjust
section 4.1 to better discuss the potential and benefits of the suggested simplified
relation.

5. On p.7, line 7 it is stated that k is the specific attenuation after baseline separation.
It would be good to specify here which method is used for determining and separating
this baseline.

Agreed, we will add this information. First, we make the common assumption that the
baseline is constant during each wet period. Second, we classify the data into Dry
and/wet periods. Classification is performed according to Schleiss et al. (2010) (using
a moving window of length of 15 minutes). Third, we take the 10% quantile of the total
path loss values in the preceding dry weather period as the best estimate.

6. On p.7, line 7, I suggest stating that you can use this simplification because b is
very close to 1 for the frequencies that are often used in CML networks.

We will add this “For frequencies between 20-40 GHz β is relatively close to unity
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according to ITU (2005) between 0.95 (20 GHz, vertical polarization) and 1.19 (40
GHz, horizontal polarization).”

7. On p.7, lines 20-21, as first glance I didn’t think that it is necessary to state how the
optimization is carried out because of the linearity of Eq.(2) and the fact that aggrega-
tion over time is a linear operation. Hence minimizing L in Eq.(3) is a linear regression
problem that has an analytical solution (even if you force the line to go through zero).
However, I’m assuming that the authors are setting resulting rainfall estimates to zero if
k < kw (which would yield R < 0 mm h−1). This effectively means that although Eq.(2)
is linear, the model that the authors are using is not. It should be expressed as

R =
{
γ(k − kw) if k > kw
0 if k ≤ kw

I think that it should be clearly stated in the text that the model is effectively not linear.
I also think that the implications of this nonlinearity should be discussed in the text.
Furthermore, this means that the reason for using this linearized form that is stated by
the authors is not valid (because they’re using a nonlinear model). In fact, one could
argue that Eq.(1) could be kept as a basis for the equation that is optimized, with a
provision for correcting for wet antennas and baseline variations. Something like

R =
{
α(k − kw)β if k > kw
0 if k ≤ kw

where kw includes wet antenna and baseline variation effects, and hence should then
be the only parameter that is fitted (and and taken from literature).

Thank you for this valuable remark. We used gradient-based optimization during the
development of the technique, where we also tested other candidate models for which
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analytical solutions were not available. To do this in an efficient manner, we used a
single software implementation.

As suggested we will explicitly state in the revised manuscript that the tuning parameter
kw is constrained, to avoid model to produce negative rainfall intensity. This means
that kw cannot be higher than minimal specific attenuation (k), i.e. for k − kw < 0;
kw = k. We will, therefore, express the equation 2 as suggested by the reviewer. We
also agree with reviewer that this means that model is not effectively linear in its whole
domain, but piecewise linear. To avoid misunderstanding we will not call the model
“linear” but “simplified”. Finally, we will label the offset parameter ∆ instead of kw to
avoid misunderstandings and to emphasize that it is a general tuning parameter, which
not only compensates for signal loss due to antenna wetting. We will also modify the
description of the model (2) parameters (p. 7 lines 7-9) to: “where γ [mm h−1 km dB−1]
is an empirical parameter related to raindrop attenuation and other rainfall correlated
signal losses, k [dB km−1] is a specific attenuation after baseline separation, and ∆ [dB
km−1] is an offset parameter which corrects for wet antenna attenuation and possible
bias introduced by inaccurate baseline identification. The piecewise linearity of the
relation makes it possible to condition the model to rainfall and attenuation data which
were aggregated over relatively long intervals (e.g., hours) and at the same time predict
rainfall for attenuation data sampled at high frequencies.“

It should be noted that, uncertainty related to attenuation from other effects than
raindrop scattering and adsorption, i.e. "baseline variation effects" (including wet
antenna effect) are most probably correlated with rainfall intensity and thus the ∆
parameter cannot be uniquely optimized on its own. As stated in the section 4.1 (and
also 4.2.): “The model (2) can be interpreted as a combination of linear forms of
the attenuation-rainfall model (1) and WAA models”. For details on why wet antenna
attenuation cannot be, in our opinion, compensated by a single offset parameter
please see response to comment 13.
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8. On p.7, line 31 a description is given on how the second parameter optimization
run is carried out. It is stated that this run uses the parameter distribution of the first
optimization run. However, I don’t understand how the first run can yield a distribution
of parameters. Or is it the distribution of parameters over all time steps in the entire
dataset? In that case, the method cannot be used in a real-time Setting.

This is not correct. It is correct that, in our analysis, we consider an “offline” setting,
where we use the whole experimental period to estimate suitable parameter ranges.
Thus, to use the method in near real-time setting the parameter ranges have to be
estimated from past period. The continuous adjusting of model (2) does not “look into
future”, it uses rainfall intensity from the time step for which the adjustment is done and
past rainfall intensities.

In summary, we will explicitly state in the corrected manuscript (in section 2.6) that we
assess the method in the setting for historical rainfalls and we will also discuss the
potential and limitation for real-time applications (for details please see our reply to
comment 1 of the reviewer 2).

9. On p.8, lines 7-12 it is stated that the effect of temporal aggregation is studied by
comparing the gauge-adjusted CML rainfall product with the same gauges that were
used to adjust the CML data. I expect the fact that the gauges are not dependent to
have a large effect on the outcome of the analyses. Am I correct in assuming that
this is only the case for the Dübendorf dataset, and that in Prague you’re using the
municipality gauge network as a reference? I think that the fact that the gauges in
Switzerland are not independent should be discussed in the paper.

Yes, this is correct. We intentionally investigated the effect of time aggregation by using
the same RGs for conditioning and validation. This enables us to study the effect of
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rainfall time averaging on the model’s performance separately (without the influence
of limited RG spatial representativeness). We investigate how performance degrades
with increasing aggregation interval, e.g. due to averaging out of rainfall peaks or due
to temporal evolution of the model parameters.

We state on p. 8, lines 8-11 of the original manuscript: “In this investigation, RGs used
for CML adjustment are also reference RGs against which CMLs are evaluated. The
only difference between rainfall used for adjusting and reference rainfall is the time
resolution”. As stated on p. 8, line 12 “The influence of RG layouts on CML adjusting
is tested on Prague data only”. Details of the analysis are further discussed under
comment 11.

10. On p.8, line 24, a reference rainfall measurement is mentioned. It is not clear to
me what this reference is. It this the average of the six (p. 6 line 16) or four (Fig.1) rain
gauges operated by the municipality for the Prague dataset and the rain gauges and
disdrometers for the Dübendorf dataset?

Thank you, we find this comment very helpful! It is important to distinguish unam-
biguously between rainfall used for adjusting and reference rainfall used as a “ground
truth”. We use the term “reference” for the rainfall to which we compare the best esti-
mates from the adjusted CMLs. In the case of Prague, these are RGs located in the
catchment, in the case of Dübendorf reference rainfall is taken as rainfall detected by
the disdrometers along the CML path. In the first analysis where the effect of rainfall
aggregation is investigated, we use the same RGs (resp. disdrometers) for adjusting
and the same RGs as reference. We only used them at different temporal scales. In
the second analysis (on Prague dataset only), where influence of RG spacing is tested,
three different spatial layouts are used for adjusting, however we still use the reference
RGs in the catchment for performance evaluation of the estimates from adjusted CMLs,
i.e. we use same reference rainfall as in the first analysis.
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We will clarify this issue on p. 6, lines 14-18 and lines 20-24. In addition, we will
correct the typo on p. 6 lines 15-17, where we mistakenly referred to Fig. 1, left instead
of middle and vice versa. Furthermore, we will add reference to the Fig. 1, on p. 8
line 9 and 12 (performance assessment section) to clarify which rainfall is used as the
reference.

11. In Section 3.1 the authors discuss the reasons why parameter fitting for shorter
intervals yield better results than for longer intervals. I don’t really agree with this
discussion. What effectively happens when the length of the aggregation is increased
is that the CML data receive more weight in determining the temporal evolution of the
rainfall signal (relative to the gauges). Because either the same gauges (Dübendorf) or
a gauge dataset that is well-correlated to the gauges that are used for the parameter
fitting (Prague; see top-right panel of Fig. 4) are used for verification, it is expected
that the results are best if the weight of the gauges is largest (i.e., for the shortest
accumulation intervals). So I don’t think that you can actually draw conclusions about
which accumulation interval is best suited for this method based on these analyses.

In section 3.1 we do not investigate optimal temporal aggregation intervals as stated
already in the performance assessment section (see comment 9). We only study, how
model performance worsens with increasing aggregation interval and we try to relate
it to the autocorrelation structure of rainfall. We are very much aware of the fact that
shorter aggregation intervals give more weights to the gauges and therefore, the best
performance has to be achieved by short intervals when same gauges are used for
adjusting and evaluation. The optimal aggregation interval is investigated subsequently
in section 3.2 where aggregation is used to improve spatial representativeness of RGs
far away from the catchment, resp. CMLs.

In our view, this is a misunderstanding, which partly arises from the wrong cross-
references to Figure 1, which will be fixed (please see also our previous response).
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In addition, we will add into performance assessment section a short paragraph
explaining the goal of the time averaging analysis, which is: i) to indicate limits of the
proposed method for disaggregating cumulative rainfall data (15 min, hourly, daily),
which are at many places available, unlike minute data. ii) to ease interpretation of
CML adjustment by different RG layouts (section 3.2), where temporal aggregation is
used to improve the spatial representativeness of the RGs.

12. On p.9, lines 20-22 the authors state that using daily rainfall accumulations to
fit the model parameters would minimize the effect of diurnal fluctuations in baseline
level. I think the converse is true: in order to minimize the effect of diurnal fluctuations,
the model parameters should be fitted on a time scale that is significantly shorter than
a day so that this variability is actually captured.

We agree and we will remove this statement.

13. On p.13, Section 4.2 the authors discuss how the distribution of the γ parameter
changes with aggregation interval. This is then related to the fact that the proposed
model includes the effect of wet antennas. However, this effect should be more related
to the kw parameter of the model, and not so much to γ. Of course, the two model
parameters can compensate, and this would result in wider distributions of γ, but this
is a purely an effect of the fitting procedure.

We have a different opinion on this particular issue and presume this is rather a misun-
derstanding caused by the unfortunate naming the offset parameter “kw” (in the future
∆) of model (2) (see reply to comment 7) and its imprecise description on p. 7, lines
7-9. This might create the false impression that only the offset parameter is responsible
for wet antenna attenuation (WAA) correction. It is important to note that the simpli-
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fied model (2) should be interpreted as “a combination of WAA model and simplified
standard power-law model” (p. 13 lines 9-10). Although Overeem et al. 2011 suggest
that, for their 15 minute CML data, WAA can be satisfactorily modelled as a constant,
the other authors suggest more complex models. Given our theoretical understanding,
these should generally depend on rainfall intensity (e.g. Kharadly et al. 2001, Leijnse
et al. 2008). Indeed, we found that WAA react very dynamically on changes in rain-
fall intensity. Spraying the radomes of some radios in Prague showed a substantial
dynamic response. Immediately after spraying, attenuation increased by about 5 dB,
decreased to 2.5 dB after 1 minute, and was almost not observable any more after 3-4
minutes (Fig. 1, this response).

If WAA depends on rainfall intensity, the linear approximation of any WAA model which
reflects this dependence then should be affected by compensation of the offset param-
eter by the slope parameter. This also would explain (p. 13, lines 8-10) the discrepancy
between γ parameters of model (2) and α parameter of model (1) suggested by ITU
(2005). Such discrepancy was already reported by Fenicia et. al (2012) “who esti-
mated for their 23 GHz CML values of α substantially lower than values suggested by
ITU (2005)” (p. 13, lines 10-11).

To clarify the nature of the simplified model (Eq. 2) and avoid misunderstanding, we
suggest to label kw as ∆ instead. And also change the description of the parameters
when first introducing model(2) (p. 7, lines 7 - 9). Third, we will better explain that the
simplified model combines linear approximations of both the rainfall retrieval model (1)
and wet antenna model in section 2.4.

14. On p.13, lines 17-18 the authors state that they’ve found a connection between
the observed systematic errors and the degree of preservation of rainfall space-time
structure through averaging. I don’t really see this connection, and I think this should
be better explained.
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We explained this connection in section 3.1 p. 9 lines 11-16 of the original manuscript,
and we showed in the appendix A (and figure A1 in the manuscript) how increasing
the aggregation interval smoothes out rainfall peaks and smoothes out the differences
between low and high intense rainfall periods. In our opinion, this smoothing of
rainfall peaks most likely explains why the identification of model (2) parameters
worsens with increasing aggregation intervals. Although we did not formally describe
the relation between preservation of correlation patterns in aggregated rainfall and
model parameter identification, we sufficiently demonstrate that this relation exist and
thus we can explicitly state on p. 13 lines 17-18 that our results suggest that the
underestimation of peak intensities is influenced by the preservation of autocorrelation
in the aggregated rainfall (Fig. A1, in the manuscript).

15. On p.14, line 9 the use of CML networks in sparsely gauged regions is mentioned.
However, the method presented in this paper probably won’t work in sparsely gauged
reasons because rain gauges located close to the links are essential (see Figures 1,
4, and 5). So I think this statement needs to be altered.

Thank you for the comment. It is also discussed at p. 14 lines 1-7 and p. 15 lines
10-11), however, we agree that the presented analyses rather is a proof-of concept
than enables us to generalize and extrapolate to different conditions, e.g. RG layout,
topology, climate, weather, . . .). In particular extrapolation to sparsely gauged regions
has to be performed with great care. We will, therefore, modify the first sentence to:
“Commercial microwave links (CMLs) can improve resolution of existing rain gauge
and radar networks, especially in populated areas where there are often very dense.”

16. On p.15, line 18 it is stated that CML networks can provide rainfall data on a
(sub-)kilometer scale. However, I really don’t think that this will be attainable with the
method presented here. This is because of the fact that the CML data are adjusted to
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a (point) rain gauge somewhere in the vicinity, which will effectively smooth out much
of the variability captured by the individual links. So this statement should also be put
into perspective.

Thank you for this comment, we have considered it carefully. Nevertheless, to our
opinion combined use of RGs and CMLs can provide “insight into rainfall space-time
structure at (sub)minute and (sub)kilometer scale” (p. 15 lines 18-19). We have
demonstrated in presented analyses that even CMLs with sub-kilometer path lengths
are, after adjusting, capable to provide accurate rainfall estimates outperforming RGs
used for adjusting. In our investigation we poll CMLs with approx. 10 s resolution
and it is technically possible to poll CMLs at (sub)second resolution (e.g. Chwala et
al. 2016), although this might also be influenced by the firmware and hardware of
the radio. Moreover, the CML networks especially in city centres can be very dense,
in the Prague (CZ) city centre it is up to 50 CMLs per km2. We, therefore, think it
is appropriate to conclude that CMLs can provide “insight into rainfall space-time
structure at (sub)kilometer and (sub)minute scale”, although we are aware of the
fact that adjusting can lead to averaging of rainfall peaks etc. This is, however, also
happening when adjusting weather radar rainfall data and they are commonly used to
estimates rainfall space-time structure at subkilometer scale.

17. In Figure 1, right panel, there seem to be white letters over the figure that are
partly over the disdrometers.

Thank you, we will correct this.

18. In Figures 2, 5, and 6 the coefficient of determination (R2) becomes negative. It
would be good to give the definition of R2 that was used in the paper in Section 2.6
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(there are different versions of R2, some of which cannot become negative).

Thank you. We used pseudo R2 as defined by Efron (1978), i.e. it is defined identically
as the Nash-Sutcliffe efficiency (NSE), a popular measure in (urban)hydrology. We
will change the label in the whole manuscript to NSE to avoid misunderstanding.

19. In Figures 3 and 4 the slope of the regression line y = ax (i.e., with fixed offset)
is given. It should be noted here that the correlation between the two variables
affects this slope. The slope will always be lower with a low correlation coefficient
(you can try this by switching the x- and y-axes; see also the right-hand panels of Fig.4).

This is another valuable remark. We suggest to add correlation coefficients into the
legends of scatterplots in both figures (see Fig. 2 in this response).

The correlation coefficients on Figure 2 (in this response) shows, that even CMLs
adjusted to remote RGs correlate very well with reference rainfall. The slope of
CML-reference rainfall regression line is therefore rather influenced by systematic
underestimation of rainfall peaks. In contrast to that, the correlation between RG
layouts which cover larger areas and reference rainfalls are much lower (at 1 min
resolution), which indeed affects the slope of regression lines. However, aggregating
the RG intensities over longer intervals increases the correlation. Consequently,
a longer aggregation interval improves the performance of the adjusting algorithm
compared to shorter aggregation (see Fig. 5 in the manuscript: in the case of layout
B2 with relatively distant RGs - the NSE of 1h ranges between 0.50-0.91 with median
0.78, whereas 5 min only achieves NSE between 0.2-0.86 with median 0.75). The
areal averaging leads, however, to the smoothing out of rainfall peaks which in turn
systematically affects peak rainfalls estimated from adjusted CMLs.
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Fig. 1. Wet antenna attenuation of about 5 dB for a 38 GHz CML almost disappears within 3-4
minutes after spraying the antenna radome during dry weather.

C18



Fig. 2. Revision of the figure 4 in the original manuscript.
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