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We would like to thank the referees for their insightful and thorough review of the paper.
All the referee’s comments are addressed in the following response. The manuscript is
being revised to accommodate these changes.

1) In this study, the microwave estimates of the LST diurnal cycle strongly rely upon the
IR estimates. One expects the LST diurnal cycle to be impacted by clouds, even under
partial cloud coverage along the day. The shape of the LST diurnal cycle (Holmes et
al., 2015) will be affected if clouds are present at some time during the day. Can you
clarify how these potential cloud effects are taken into account in the modeling / pa-
rameterization of the diurnal cycle? Two products are used in this study, the continuous
MW-LST product and the MW-LST sparse product. It would be very interesting to see
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also results without any adjustments for the diurnal cycle. Would that be possible?

Reply: The influence of IR on the MW-LST estimates is solely through a time-constant
linear scaling of the diurnal minimum, amplitude and timing. Therefore, this approach
should not impact the presented results pertaining to the cloud effect on MW LST. But
indeed, the diurnal cycle imposed on the MW-LST reflects an idealized clear sky situ-
ation. The result is that especially during partly cloudy days the fitted diurnal may not
reflect the actual LST at the ground. Examples of this are apparent in Fig. 1 of the
manuscript (eg June 24, 25, 28). However, the diurnal amplitude is determined based
on a least-squares fit between diurnal model and daytime brightness temperature ob-
servations. This means that the overall diurnal increase in temperature is based on
the observations, but not the hour-to-hour shape. As to the second part of the ques-
tion; the difference between sparse observations and the diurnal temperature model
is preserved in MW-LST-Sparse. In Fig 1. the effect of this is clear - MW-LST-Sparse
corresponds more closely to the ground observations of LST than the continuous MW-
LST. It is therefore used in this paper to present results with minimal effect of the diurnal
model.

2) The number of MW-LST estimate is rather low as compared to what could be ex-
pected (50% with respect to 36% for the IR). Can you confirm that this is related to the
need to have a very limited cloud coverage during the day, to anchor the microwave
retrieval to the IR estimates? Would it be possible to relax this constraint, with mod-
ified assumption about the LST diurnal cycle (Holmes et al., 2015) under cloudy sky
conditions?

Reply: The first column of Table 2 lists the overall data availability. The 50 % coverage
for MW is indeed lower than what one would expect but this is not only due to cloud
constraints. First of all the number is lower due the half year interval between AMSR-E
and AMSR2 in 2012 (column 2 focuses on 2009-2011 for this reason). Secondly, the
presented MW-LST excludes temperatures below freezing, and days where the tem-
perature dips below freezing are excluded from the analysis. So column 4, with 64
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% coverage of MW-LST in frost free days is closer to the general expectation of this
method. The primary limitation in these conditions is the requirement of an observa-
tion near the daily maximum to constrain uncertainty of the diurnal amplitude. This
effectively limits the method in its current implementation to days with an AMSR-E or
AMSR2 ascending overpass: 2 out of 3 days. Incorporation of FenYun 3b could bring
the coverage closer to daily.

3) The statistical metrics need to be better defined. The mean, the standard deviation,
and the root mean square error are common statistical parameters that do not need
to be explained. However, the ubRSME or the SEE need to be clarified. For instance,
it was first understood that the SEE was the standard deviation, but from Table 4, it
is obvious it is not the case (otherwise we would have RMSE2=STD2+BIAS2). The
advice is to use the standard and commonly accepted statistical metrics (mean, std,
rmse), to avoid any ambiguity, or define clearly the metrics used.

Reply: We added a short section on Statistical metrics (2.4) that defines bias, RMSE,
ubRMSE and SEE.

4) Clouds do affect the 37 GHz (p.10 l 31 sec. 4). The sentence ‘Therefore Ka-band
emission process’ has to be removed or modified. Cloud particles do not scatter the
radiation at 37 GHz (because of the small size of the particle with respect to the 37
GHz wavelength) but they do absorb and emit radiation. This is actually how the cloud
water content is estimated over ocean from observations at 37 GHz. Over land, cloud
water retrieval is nevertheless very difficult, because of the lack of contrast between the
cloud and the surface contribution to the signal (with an emissivity of the land surface
close to 1 compared to the low emissivity of the ocean that provide a good contrast
with the cloud emission).

Reply: Thanks for this insightful comment on the theoretical bases of the pathway
through which clouds would affect Ka-band emission. We changed the sentence to:
"Therefore, clouds do not scatter the 37 GHz radiation coming from the surface. They
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do however absorb and emit radiation themselves. The effect of clouds on MW-LST
would thus be moderated by associated meteorological conditions like atmospheric
vapor content and temperature profiles."

Minor points:

- P.2 l.27. ‘Well validated TIR-LST’. Not that sure: Our recent experiences show signif-
icant differences between TIR-LST products that are all supposed to be well validated:
Reply. Point well taken. In the revised paper we focus the sentence on the geostation-
ary aspect of the TIR-LST rather than its level of validation.

- P.2. l.27-28. Could you provide more information about the sources of these biases?
Reply: This scaling was able to account for biases in characteristics of the diurnal tem-
perature cycle (DTC) related to Ka-band emissivity, sensing depth, and atmospheric
effects (Holmes et al. 2015).

- P.3. l23-24. How are the IR pixels handle within each 0.25 pixels? There are ap-
proximately 64 3km pixels in each 0.25 pixel. Do they all need to be clear to aggregate
the data? Reply. If two-thirds of the 3-km observations are masked than the sample
average is rejected for that location and time.

- P.4. l.5-6. Can you specify here if the inter-calibration is in TB or LST space. The
information might be available in other papers, but it needs to be reminded here. Reply.
We clarified in the text that the intercalibration is based on the brightness temperatures.

- P.5. eq. 4. It is not obvious here to realize how different is the MW-LST-Sparse
from the ‘raw’ microwave LST. Can you comment on this point? Examples of the three
MW-LST (continuous, sparse and ‘raw’) would help. Reply. We added the following
explanation below Eq. 4. "In MW-LST-Sparse the impact of the DTC3 model is limited
to providing the minimum and amplitude of the diurnal. The differences between the
observations and the diurnal model at the actual observation time are preserved. The
difference between the continuous MW-LST and the MW_LST-Sparse is illustrated in

C4



Fig. 1 (lower panel). "

- P.7. l.10-11. Neighbouring daytime information taken for nighttime hours. That looks
very uncertain. Information every 6 hours or every 3 hours as specified l9, but not used
in l12-13? Did you try the analysis with only the daytime data? Reply. We did do the
analysis with only day-time data but this makes the results more influenced by biases in
the diurnal amplitude. By using this estimate of cloudiness for night-time hours allows
to use the night-time data.

- P.7. l.29. The 55% is after removal of the subfreezing temperatures? It will be good
to give also the percentage only related to cloudiness. Reply. The final two collumns
in Table 2 list the coverage for clear and cloudy sky. From this it can be seen that for
TIR, the cloudy sky coverage is 15 % of clear sky coverage. For MW the cloudy sky
coverage is 75% of the clear sky value. The 25 % gap between cloudy and clear sky
coverage for MW is related to the spatial standard deviation filter applied to AMSR-E,
TMI, and Windsat and this is thought to capture effects of active precipitation. Fur-
thermore days where the difference between the sparse observations and the diurnal
model are too large are removed.

- P.8 l.20. ThAn, not then Reply. It has been changed.

- P.9. l.1-2. Not that clear. MSG stations B,D,C are close to 1:1, as GOES stations
J, H, M, G, E. Only K and J (GOES) are worse than D (MSG). Reply. Indeed. This
explanation of increased scatter pertains to the ubRMSE.

P.9. l.29-30. How do the scaling of the MW-LST to the TIR-LST play a role here? It
would be nice to see how the ‘raw’ MW-LSTs behave? Reply. Matching the diurnal
amplitude has a big effect on the efficacy of this method to detect cloud effects. If
there is big mismatch between diurnal amplitude of site and satellite, then any variation
in diurnal sampling between cloud bins will result in a bias that is superimposed on
the cloud response signal. With a longer data record such spurious effects may be
mitigated but for now we think it’s best to focus on the data sets in ’LST’ space.
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- P.11. Discussion. It would be nice to see the linear regression of Table 4 also dis-
cussed in Figure 3, to see if the MW-LST cloudiness dependence (even small) changes
by not having the MW-LS somehow depending on the IR diurnal cycle. Reply. Just as
in our response to the comment above, the large influence of the bias in diurnal cycle
with respect to the ground data makes it very complicated to analyze datasets with
different diurnal biases. The 2009 regression does not account for the diurnal ampli-
tude bias and will therefore underestimate the diurnal cycle in LST. It would be hard to
disentangle the effect of changing sampling biases from actual cloud induces biases.

- P.11 l.9. What is the spatial heterogeneity of the land surfaces for these two locations?
That could be assessed with the std of the IR LST within the large 0.25 pixel. Reply.
The spatial standard deviation of IR LST could indeed be a good indicator for spatial
heterogeneity during clear sky periods, if one could make sure to avoid cloud artefacts
in the data. However, it is not possible to get the same information for cloud covered
scenes.

- Table1. Something missing for station L. US-? Wha is the meaning of column W?
Reply. The table is amended to clarify these meanings.

- Table 2. CloudY not clouded. Reply. It has been changed.

- Fig1. When the situation is almost clear (i.e. on July 26 on the upper panel), several
IR values were expected, with a good description of the diurnal cycle. This is not the
case (lower panel). Can you explain? Reply. We don’t know for sure the reason behind
these data gaps. As with any cloud mask, there could be false negatives as well as
false positives. It may also be that significant cloud cover affected the 0.25 degree grid
box but passed the station by.

- Fig1. For the A calculation, in the top figure, it looks like a full diurnal cycle of SW is
available. In the text, only 6 hour information and/or 3 hour information are mentioned.
Reply. Shortwave radiation is reported at an hourly or half-hourly interval. The measure
of cloudiness is calculated based on 3-hr intervals in order to provide a more time-

C6



averaged metric that might be more representative of the 0.25 degree spatial average.

- Fig1. What is the meaning of the dashed black lines on July 29? Reply. The dashed
line represents a case where the MW-LST was calculated but rejected based on a
large difference between sparse observations and the diurnal fit. This wasn’t explained
in the text and we added it to the caption.

- Fig2. Avoid the use of the ubRMSE or define it. Reply: We defined the use of
ubRMSE more clearly in Section 2.4.

- Fig2. Can you comment on the differences between stations in terms of their soil
moisture (or a proxy of the soil moisture if not available)? The amplitude of the diurnal
cycle could actually be used. Reply. This is an interesting observation. Locations D,
I, J, K, L all have dry conditions with low vegetation. In Fig 2a all but (L) have a 0.5
to 1 k higher ubRMS for MW than for TIR. When there is less vegetation, the MW
transmissivity is higher and the influence of soil emissivity on the observed Ka-band
brightness temperature becomes larger. Small changes in soil moisture can affect the
soil emissivity and will result in biases for the MW-LST when a constant emissivity is
assumed (as in current implementation). This points to possible improvements when
the scaling to TIR is performed at shorter window lengths, perhaps in 3-month moving
windows. We added this discussion in the description of the Fig 2a in Section 3.1.

- Fig3. The indication of the cloud conditions with the circles is not straightforward. It
would be helpful to add more explanation in the caption. Reply. We added explana-
tion in the caption: "For each site and cloud interval the percentage coverage of the
temporal record is depicted in the top row with half-rounds in proportion to the number
of data pairs. The potential number of data pairs (grey) refers to the number of in situ
data points for each cloud bin. The actual number of data pairs is superimposed on
this for MW (blue) and TIR (red). "

- Fig3. The spatial standard deviation of the IR LST information at each station might
help explain some of the differences between stations, in terms of surface heterogene-
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ity. Reply. This would indeed be good additional information to assess the spatial
complexity of LST for each station and might be something to take into account in
future studies.
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