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Abstract. The purpose of this study is to test the ability of the Land Surface Model SECHIBA

to simulate water budget and particularly soil moisture at two different scales: regional and local.

The model is forced by NLDAS data set at 1/8th degree resolution over the 1997–1999 period.

SECHIBA gives satisfying results in terms of evapotranspiration and runoff over US compared with

four other land surface models, all forced by NLDAS data set for a common time period. The5

simulated soil moisture is compared to in-situ data from theGlobal Soil Moisture Database across

Illinois by computing a soil wetness index. A comprehensiveapproach is performed to test the

ability of SECHIBA to simulate soil moisture with a gradual change of the vegetation parameters

closely related to the experimental conditions. With default values of vegetation parameters, the

model overestimates soil moisture, particularly during summer. Sensitivity tests of the model to the10

change of vegetation parameters are performed and show thatthe roots extraction parameter has the

largest impact on soil moisture, others parameters such as LAI, height or soil resistance having a

minor impact. Moreover, a new computation of evapotranspiration including bare soil evaporation

under vegetation has been introduced into the model. The results point out an improvement of the

simulation of soil moisture when this effect is taken into account. Finally, soil moisture sensitivity15

to precipitation variation is addressed and it is shown thatsoil moisture observations can be rather

different depending on the method to measure field capacity.When the observed field capacity

is deducted from the observed volumetric water profiles, simulated soil wetness index is closer to

the observations. Excepted for one station, the monthly mean correlation is around 0.9 between

observations and simulation.20
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1 Introduction

Land Surface Models (LSMs) are designed to simulate surfaceconditions with vegetation and soil

parameters that are calibrated at global scale. However, many studies focus on regional scale for

model validation or climate change impacts. It is thereforereasonable to ask if the parameters of

the LSMs are able to represent surface conditions in agreement with local measurements. Thus,25

a comprehensive approach is performed in this study focusedon water budget simulation at large

scale over the US and particulary on soil moisture content atlocal scale over Illinois (Fig. 1). Soil

moisture is a crucial component of the water cycle. It strongly influences the partition of surface

fluxes between latent and sensible heat. It impacts on evapotranspiration (ET) and consequently on

the turbulent fluxes into the boundary layer and also on surface runoff. In climate simulations using30

LSM coupled to Global Circulation Model (GCM), the capture of the variation of soil moisture state

during the year is important in order to have realistic feedback between continental surface and atmo-

sphere. Many works have focused on the sensitivity of LSMs fluxes to soil moisture (Dirmeyer et al.,

2000). The aim of this paper is to give an overview of the validity of three water cycle components

simulated by the LSM SECHIBA (Schématisation des EChanges Hydriquesà l’Interface Biosph̀ere-35

Atmosph̀ere, Ducoudŕe et al., 1993) at different spatial scales: ET, total runoffand soil moisture.

Over the US, the first two are compared with results of LSMs forced by the same North american

Land Data Assimilation System (NLDAS, Cosgrove et al., 2003) forcing dataset, at 1/8th degree

spatial resolution over 1997–1999 period. Then, we focus over a smaller region of the US, the state

of Illinois (Fig. 1), where in-situ soil moisture measurements have been performed and merged into40

a database by Robock et al. (2000). These observations are available for the studied time period

(i.e. 1997–1999) and allow us to evaluate the SECHIBA results for simulated soil moisture. The

ability of the LSM SECHIBA to simulate monthly variation of soil moisture is highlighted through

a gradual and comprehensive adjustement of the parameters of the vegetation (LAI, root extraction,

height). The impacts of the change of the parameters on simulated soil moisture are studied. Then,45

the uncertainties of dataset to assess the validity of the simulation are analysed. The role of precipi-

tation rate during the studied period and the significance ofdefining field capacity are highlighted.

2 Forcing data set and model

2.1 NLDAS forcing data set

NLDAS forcing dataset used to force the model covers all the United States and a part of Canada50

and Mexico. The time resolution is hourly and the latitude-longitude spatial resolution is of 1/8th

degree which is quite high compared to the current forcing resolution for LSMs generally around

half degree. This high resolution is useful to investigate land surface processes at regional scales with

better confidence and it is therefore suitable for this study. NLDAS data set is a combination of Eta
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Data Assimilation System (EDAS) models outputs, observation-based precipitation and shortwave55

radiation data. Precipitation forcing was built with StageII hourly Doppler Radar and River Forecast

Center gauge data (Baldwin and Mitchell, 1997), Climate Prediction Center (CPC) daily gauge data

(Higgins et al., 2000) and reprocessed daily gauge data. Observed shortwave values are derived

from Geostationary Operational Environmental Satellite (GOES) radiation data processed at the

University of Maryland and at the National Environmental Satellite data and Information Service60

(Pinker et al., 2003). The nine primary forcing fields of the forcing used for this study are summed

up in Table 1.

Precipitation is one of the most important forcing variables due to its strong impact on soil wa-

ter budget and consequently on soil moisture content seasonality. In NLDAS, precipitation data

comes from a combination of model outputs and observations.Therefore, differences can be found65

with in-situ data results which can be important for regional scale simulations. In this study, NL-

DAS precipitation is compared with in-situ observations from 16 Illinois Climate Network (ICN)

stations averaged over Illinois, during the time period 1997–1999. The mean annual value of NL-

DAS precipitation is 2.73mmd−1 over the period, 12 % higher than observations (2.44mmd−1).

The highest overestimation occurs during spring and early summer (Fig. 2a). The overestimation70

is quasi-systematic during all the three years (Fig. 2b). However, NLDAS precipitation variation is

quite satisfying (linear correlation is about 0.97) where the wet summer in 1998 and the dry autumn

in 1999 are well captured.

2.2 Model description

SECHIBA is the hydrological module of the LSM ORCHIDEE (ORganising Carbon and Hydrology75

In Dynamic EcosystEms), a model of the Pierre Simon Laplace Institute (IPSL), used to simulate

the hydrological exchanges between soil, vegetation and atmosphere at a time-step of∆t = 30 min.

2.2.1 Vegetation and LAI

In each grid-cell, up to twelve Plant Functional Types (PFTs) can be represented simultaneously

(plus bare soil), prescribed by the 1 km global land cover map(International Geosphere Biosphere

Programme (IGBP), Belward et al., 1999) reduced by a dominant-type method to 5 km spatial reso-

lution with the Olson classification (Olson et al., 1983). Maximal fraction of vegetationv (fmax
v ) is

thus defined for each grid cell. It is modulated by the Leaf Area Index (LAIv) growth, specific for

each PFT represented in the model, giving the fraction of vegetationfv:

fv = fmax
v min(2LAI v,1) (1)

The fraction of bare soil (v = 1) increases linearly as much as the decrease of the other fractions
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of vegetation (2≤ v≤ 13) with a LAI lower than 0.5:

f1 = fmax
1 +

13
∑

v=2

(fmax
v −fv) (2)

wherefmax
1 is the maximal fraction of bare soil.

The main method to simply simulate the LAI in the model, is to prescribe it by a map

(Belward et al., 1999) whose values come from Normalized Difference Vegetation Index (NDVI)

observations. We have chosen to compute the LAI depending onthe variation of soil temperature

at 50cm depth (Tsoil in K) (Polcher, 1994) which has a smoothed seasonality during the year. This

parameterization has been recently used in the model for a better seasonality of LAI for numerical

experiments which simulates irrigation with SECHIBA (Guimberteau, 2006, 2010) and this method

has been selected for our study. LAI growth is bounded by a minimal (LAImin
v ) and a maximal

value (LAImax
v ) of LAI. Between these limits, LAI growth depends on the variation of soil temper-

ature at 50cm depth during the year, bounded by minimal (Tmin
soilv

) and maximal values (Tmax
soilv

) of

soil temperature at 50cm depth (both in K) that can be different according to the PFT considered

(Guimberteau, 2006, 2010):

LAI v = LAI min
v +f(Tsoilv)

(

LAI max
v −LAI min

v

)

(3)

wheref(Tsoilv) (in K) is the function of growth of LAI for the PFT according tothe soil temperature

at 50cm depth:

f(Tsoilv)=



1−

(

Tmax
soilv

−Tsoil

Tmax
soilv

−Tmin
soilv

)2


 (4)

2.2.2 Soil hydrology80

Soil moisture in SECHIBA model is defined for this study. Thishydrological scheme is described in

detailed in Ducoudŕe et al. (1993) and D’Orgeval (2006). The two meters (htot = 2m) soil column

is represented by two moisture layers (Fig. 3), a superficialone subjected to strong ET and root

extraction, and a deep one only related to deep root extraction. The first layer has a thickness

smaller than the lowest one and its height (hupper in m) varies because it interacts strongly with the

atmosphere. Consequently, the soil moisture of the superficial layerqupper is directly controlled by

the moisture convergence:
d
dt

qupper =P −E−D (5)

where qupper (kgm−2) is the amount of water available for the plants in the upper reservoir,

P = Rainf +Snowf (kgm−2s−1) is precipitation,E (kgm−2s−1) the total ET (that is to say the

sum of water loss through bare soil evaporation, evaporation of water intercepted by the vegetation,

transpiration of the cover and sublimation), andD (kgm−2s−1) the drainage between the two soil

layers (Ducharne et al., 1997; Dümenil and Todini, 1992; Rowntree and Lean, 1994).85
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The hydrological budget is computed for each PFT within the mesh and then averaged over the

grid cell. With this bucket model, we assume that surface runoff and deep drainage are produced only

when soil reaches field capacity (whenqupper +qlower > qtot whereqlower (kgm−2) is the amount

of water available for the plants in the lower reservoir andqtot (kgm−2) the maximum amount of

water that vegetation can extract from the soil). In the model, the total water excess is prescribed as:90

95 % in deep drainage (kgm−2s−1) and 5 % in surface runoffR (kgm−2s−1).

The Soil Wetness Index (SWI) is used to describe the state of soil moisture and is use-

ful to compare the different LSMs outputs (Dirmeyer et al., 2000) but also in-situ observations

(Saleem and Salvucci, 2002). This index presented here is used in our study to compare SECHIBA

outputs and observations data. SWI gives a simple representation of the water stress for the vege-

tation and indicates the actual available soil water for plants at each time. SWI ranges between 0

(lower this value, no more soil water can be extracted by the roots) to 1 (upper this value, no more

water can be retained by the soil over some days):

SWI=
W −Wwilt

Wfc−Wwilt

(6)

whereW (kgm−2) is the actual equivalent water depth stored in the soil,Wwilt (kgm−2) the equiva-

lent water depth at the wilting point of the soil (determinedby the soil and the vegetation properties)

andWfc (kgm−2) the field capacity (based on soil texture alone) which represents the retained water

in a natural soil after gravitation action.95

The simulated SWI can be computed from the weighted average ofthe composite amount of water

available for the plants into each PFT reservoir:

SWIORCH =
qupper +qlower

qtot

(7)

whereqtot is obtained by integrating the maximal soil water amount perunit of soil volume (wmax =

150kgm−3):

qtot =htotwmax (8)

2.2.3 Evapotranspiration and root extraction

Evapotranspiration computation in the initial version of SECHIBA

ET is a sum of four components: evaporation of water intercepted by the cover (Iv in kgm−2s−1),

transpiration of vegetation (Tv in kgm−2s−1), bare soil evaporation (E1 in kgm−2s−1), and subli-

mation of snow (not detailed here).100

In the initial version of SECHIBA, the intercepted water is evaporated on the wet fraction of the

cover, (Fwet, Eq. 9), which is the ratio between the amount of water (i.e. precipitationP ) received

by the leaf (xv = fvP∆t, kgm−2) and the maximal amount of intercepted water (xmax
v in kgm−2).

The latter depends on the LAI and a coefficientα = 0.1 that converts LAI into size of interception

loss reservoir (Eq. 10).105

5



Fwet =
xv

xmax
v

(9)

xmax
v =αfvLAIv (10)

The evaporation of water intercepted by the cover (Iv, Eq. 11) takes into account the structural (or

architectural) resistance (rsv in sm−1), and the aerodynamic resistance (ra in sm−1).

Iv =min

[

Xv,fvFwet

(

1

1+
rsv
ra

)

Epot

]

=min
[

Xv,I
max
v

]

(11)

whereXv = fvP (kgm−2s−1) is the flux of water intercepted by the cover,Epot (kgm−2s−1)

the potential evaporation (Budyko, 1956) andImax
v (kgm−2s−1) the maximal evaporation of water

intercepted by the cover.110

At the same time, on the dry fraction of the leaves surfaces (Fdry, Eq. 12), transpiration (Tv,

Eq. 13) is computed. Transpiration is function of the canopyresistance (including both bulk

stomatal and leaf aerodynamic resistances,rstov
in sm−1) and the root extraction potentialUsv

(De Rosnay and Polcher, 1998) which reproduces the ability of roots to extract water (detailed next).

Fdry =1−

(

xv

xmax
v

)

(12)

Tv = fvFdry

(

1

1+
rsv+rstov

ra

)

UsvEpot (13)

Bare soil evaporation (E1, Eq. 14), is computed through a resistance (r1 in sm−1, Eq. 15), pro-

portional to the relative dryness of the upper soil layer (hdry
upper

1
in m).

E1 = f1

(

1

1+ r1

ra

)

Us1Epot (14)

r1 =hdry
upper

1
rsoil (15)

wherersoil (sm−1) is the resistance per dry soil meter. Initially, it is equalto 33000sm−2 as intro-115

duced by Ducoudré et al. (1993).

New computation of evapotranspiration in SECHIBA

According to Boone et al. (2004), ET simulated by SECHIBA is underestimated compared with

other LSMs and especially bare soil evaporation component.This weakness will appear in the results

of simulations SECH1 to SECH4 described in section 5.2.1. Therefore, a new parameterization

was implemented by D’Orgeval (2006) in the computation of water fluxes between soil, vegetation

and atmosphere. This new parameterization will be tested inour study in simulations SECH5 and
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SECH6. The evaporation of water intercepted by the cover is now computed over the total surface

of the leaf. In a first approximation, each time the potentialflux is not satisfied by evaporation of

intercepted water, the transpiration of the vegetation (T new
v , Eq. 16) takes over. It is constant as long

as the sum of transpiration and evaporation of intercepted water is lower than potential evaporation.

T new
v =min

[

(Imax
v −Iv),fv

(

1

1+
rsv+rstov

ra

)

UsvEpot

]

(16)

By this way, the sum of the evaporation of water intercepted by the leaves and the transpiration

reaches faster the potential than in the previous parameterization. The total ET is consequently

enhanced.120

Furthermore, the bare soil evaporation (Enew
1 , Eq. 19) is computed more realistically because

a sub-fraction of bare soil uncovered by the vegetation (f1
v ) is estimated by an extinction coefficient

(e=0.5):

f1
v =exp(−eLAIv) (17)

This sub-fraction will increase with the decrease of the LAItypically in autumn and consequently

enables the evaporation of the bare soil under vegetation. Anew fraction of bare soilf ′

1 is defined in

the model:

f ′

1 =

13
∑

v=1

f1
vfv (18)

The bare soil evaporation is now computed over this new fraction:

Enew
1 =min

[

f ′

1

(

1

1+ r1

ra

)

Us1Epot,Epot−

13
∑

v=2

(Iv +T new
v )

]

(19)

Root extraction

Transpiration of the cover is governed by the ability of the roots to extract water from the

soil (Desborough, 1997). This phenomenon is represented bythe termUsv in equations of ET

(De Rosnay and Polcher, 1998). It decreases exponentially when dry soil depth increases in or-

der to represent the potential of water extraction by the roots (Fig. 4). It is more or less significant125

according to the dry soil depth. When it rains, the superficiallayer of the soil can be saturated and

no dry soil layer is present:hdry
upper

v
= 0m andUsv = 1. ET is consequently maximal (at the poten-

tial value weighted by a term of resistance) and the roots aremore efficient in extracting water for

transpiration. On the contrary, under dry conditions, the layer of dry soil (hdry
upper

v
) is formed and

increases whileUsv decreases exponentially approaching 0. The model simulates the difficulty for130

the roots to extract water all the more their density is low. In order to simulate the different intensity

to extract water according to the PFT, different values of the parametercv have been attributed for

each one. Therefore, a water extraction potential of rootsUsv is computed for each PFT and for each

soil layer. Two cases can be distinguished:
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1. if the superficial reservoir of the soil does not exist, there is only one root extraction potential135

(Eq. 20)

2. if the superficial reservoir of the soil is present, one root extraction potential is distinguished

for each reservoir (Eqs. 20 and 21) and the maximum between both is taken (Eq. 22). By

this way, we favour the evaporation by the upper part of the root system whose efficiency in

contributing water to transpiration is higher than lower roots (De Rosnay and Polcher, 1998).140

U lower
sv =exp

(

−cvhtot

hdry
lowerv

htot

)

(20)

Uupper
sv =exp

(

−cvhtot

hdry
upper

v

hupper
v

)

(21)

Usv =max
(

U lower
sv ,Uupper

sv

)

(22)

3 Experimental design

The ability of the model SECHIBA to compute the water budget realistically at two different spatial

scales is tested. In a first time, simulations with SECHIBA are performed over the US (Sect. 5.1)

where mean annual ET (from initial computation in the model)and total runoff results are compared

with four LSMs (NOAH (National Centers for Environmental Prediction, Oregon State, University145

Air Force, Hydrology Lab, Betts et al., 1997; Chen et al., 1997; Ek et al., 2003), VIC (Variable In-

filtration Capacity LSM, Liang et al., 1994; Wood et al., 1997), MOSAIC (Koster and Suarez, 1994,

1996; Koster et al., 2000) and SAC (Sacramento Soil Water Accounting Model, Burnash et al, 1973;

Burnash, 1995) during the numerical experiments performedin Mitchell et al. (2004). The simula-

tions by the five models including SECHIBA have been performed over the time period 1st October150

1997 to 30 September 1999 with the same NLDAS forcing dataset.

In a second time, the study is focused on the Illinois state (Sect. 5.2) where measurements of soil

moisture content were initiated by the Illinois Water Survey (Hollinger and Isard, 1994). Initially,

the distribution of vegetation in SECHIBA is prescribed by the vegetation map. This distribution is

compared with the vegetation cover on which the measurements were performed. Each measurement155

station is associated with the corresponding grid cell of the model, according to the coordinate of the

station (see Table 3 in Appendix) as in Fig. 5. The vegetationcover of the map differs from the one

on which the measurements were performed (i.e. grass cover). Fig. 5a shows that few grid cells of

the model are covered by grassland (grid cells containing stations 9, 11 and 82) and less than 10 %

of their area is covered by this PFT. The prevailing type of vegetation over Illinois in the vegetation160

map is the PFT “C3 crops” type. Eight grid cells containing stations are covered by the PFT “C3

crops” at least by 90 % (no. 1, 5, 6, 8, 9, 13, 15 and 16) according to Fig. 5b. Consequently, a direct

comparison cannot be established between results of integrated simulated soil moisture over the grid
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cell and the measurements, until the proportion of one PFT isnot above 90 %. So the first objective

is to gradually transform “C3 crops” PFT (that is prescribed in the model) in “C3 grassland” PFT165

on these grid cells to be closer to the experimental conditions (Sect. 5.2.1). This allows a better

agreement with the local characteristics of the vegetationcover on which the measurements were

performed, and an evaluation of the weight of each parameters that have been modified in the model,

on simulated soil moisture.

For the control simulation (SECH1, see Table 2), we start thestudy from the distribution of veg-170

etation imposed by the vegetation map over the eight grid cells containing high proportion of “C3

crops”. First, gradual changes of crops parameters (LAImax
v (SECH2, see Table 2), root extraction

parametercv and crop height (SECH3, see Table 2)) are performed. Then, weprescribed “C3 grass-

land” PFT over all the grid cells (SECH4, see Table 2) and a test of the new ET computation (see

Sect. 2.2.3) is performed (SECH5, see Table 2) to be closely related to the experimental conditions175

over a grass cover. At each step, the accuracy to simulate more realistically the SWI seasonal varia-

tion is highlighted when compared to the Illinois in-situ observations database (described in sect. 4)

over the 1997-1999 period. Secondly, the sensitivity of soil moisture to precipitation (SECH6, see

Table 2) is studied (Sect. 5.2.2). Moreover, we test a different evaluation of field capacity from mea-

surements (Sect. 5.2.3). Thirdly, a comparison of the totalrunoff simulated by the model with data180

over the Kaskaskia River basin in Illinois (see Fig. 1 for location) is performed (Sect. 5.3).

For both US and Illinois simulations, a four-year spin-up has been performed over the same year

1997 to reach a state of equilibrium under the applied forcing.

4 Soil moisture database

Soil moisture data used in this study is part of the Global Soil Moisture Database (Robock et al.,185

2000) which collect up to 15 yr in-situ recordings of soil moisture over more than 600 stations of

many countries (such as Russia, China, Mongolia, India and US). The measurements in Illinois were

performed with neutron probes, first at eight grass-coveredsites in 1981 and then seven sites were

added in 1982 and two more in 1986. Finally, since 1992, nineteen ICN stations (see Table 3 in Ap-

pendix) have collected data especially soil moisture and precipitation. Soil moisture measurements190

were established on eighteen grass-covered stations and one on bare soil over the time period 1981–

2004. They were taken within 11 soil layers to a depth of two meters; the first in the top 0.1m of

the profile, then every 0.2m from a depth of 0.1m through 1.9m, and the last in the layer between

1.9m and 2.0m. Each site was visited twice each month: the week of the 15th and the week of the

last day of the month during March through September, and once each month during the last week195

of October through February (Hollinger and Isard, 1994). Excepted sand site at Topeka, silty loam

(or silty clay loam for De Kalb and Champaign sites) is the predominant soil texture. In the 2-layer

hydrology version of SECHIBA, soil texture is not taken intoaccount so its impact on soil moisture

9



content cannot be studied here.

5 Results and discussion200

5.1 Water balance simulated over US

According to Fig. 6, all the five models simulate the strong contrast between dried Western US where

annual ET rate is generally less than400mmyr−1, and humid Eastern US where annual ET rate is

able to reach800mmyr−1 and more. However, different patterns are simulated according the mod-

els. The patterns are similar over western region (exceptedover California) between the models but205

differences in ET rate are shown between VIC (Fig. 6b) and SAC(Fig. 6d) or MOSAIC (Fig. 6c) of

about 100 % over Eastern US. SECHIBA (Fig. 6e) simulates an ETsimilar to NOAH (Fig. 6a), the

values being often between600mmyr−1 and800mmyr−1 over Eastern US for these two particular

models. To establish the validity of the results, Mitchell et al. (2004) have used observed stream-

flow and annual discharges from 1145 basins and converted (using the basin area) to area-average210

mean annual runoff. They showed that mean annual runoff simulated by NOAH was in good agree-

ment with runoff data over southern and northern part of Eastern US. Consequently, we conclude

that ET rate simulated by NOAH is satisfying whereas VIC underestimates it (and overestimates

runoff), contrary to MOSAIC and SAC which overestimate it. The fact that, over this region, ET

rate distribution obtained with SECHIBA is similar to NOAH results is rather encouraging. Con-215

sidering more precisely the Southeastern US region, we notice however that the ET rates simulated

with SECHIBA are larger than with NOAH along the coast. This might be an improvement: actu-

ally, the study conducted by Mitchell et al. (2004) seems to show an overestimation of annual runoff

and consequently an underestimation of ET rate. This difference is also found between NOAH and

SECHIBA results over some parts of Northeast US, although SECHIBA remains more similar to220

NOAH than to the three other models. Moreover, according to Mitchell et al. (2004), NOAH and

VIC overestimate the runoff rate over the state of Illinois (excepted for extreme northeast), the val-

ues being between 400 and500mmyr−1, whereas MOSAIC and SAC underestimate Illinois runoff

(between 100 and200mmyr−1). It is quite satisfying that SECHIBA gives an intermediaterunoff of

about300−400mmyr−1 (not shown) compared to the other models. Orders of magnitude of ET and225

runoff simulated by SECHIBA seems to be satisfactory over United States and particularly in Illinois

when compared to Mitchell et al. (2004). In the next section,in order to evaluate soil moisture, we

focus our study on this state where many observations are available.

We note that after the completion of our study, a new comparison between observations and results

from the same models has been published (Xia et al., 2012b). These new simulations have been230

performed where the accuracy and consistency of the forcingdata have been increased (NLDAS-2),

the four LSMs code upgraded and the study time period extended to 30 years (1979-2008) (Xia et al.,

2012a). Contrasting results are obtained between this laststudy (Xia et al., 2012b) compared to the
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previous ones (Mitchell et al., 2004). Xia et al. (2012b) found that Noah model overestimates mean

annual runoff (and thus underestimates mean annual ET) as SAC and VIC results are the closest to235

the observations.

5.2 Soil moisture simulated over Illinois

5.2.1 Progressive and comprehensive adjustements of vegetation parameters

The comparison of the SWI between simulation and observations is first performed over the eight

grid cells mentioned in Sect. 3. Over Illinois, the mean SWI computed from observed soil moisture240

(hereafter called “SWIo”) at 8 stations (Observations 8s) shows a pronounced seasonality during the

year according to Fig. 7a. It is maximal during winter and early spring reaching 0.80 in March during

the period of low ET. The SWIo is decreasing during vegetationgrowth in spring to the middle of

summer when climatic demand is maximal and thus water uptakeby the vegetation significant. The

SWIo remains low during autumn with values around 0.40. It shows a high variation during the three245

years in average over Illinois where a dry event occurs during the autumn 1999 and the SWIo value

is less than 0.20 in November (Fig. 7b). This is due to the low precipitation occuring during this

period over Illinois (less than 0.5mmd−1 in November according to Fig. 2b).

SECHIBA does not reproduce the soil moisture seasonality when initial values of the vegetation

parameters are used (SECH1 simulation, see Table 2). The soil is almost saturated throughout the250

year even during summer months where a decrease of only 10 % issimulated (Fig. 7a). SECHIBA

does not capture well the amplitude of soil moisture variations with a variance (3.77×10−3) largely

underestimated compared to observations (29.1×10−3). However, a seasonal variation is already

noticed in agreement with observations (Fig. 7b). These remarks are confirmed over each of the

eight grid cells (not shown).255

Different hypothesis that could explain the global overestimation of the simulated SWI are succes-

sively highlighted and tested in this study. The parametersof vegetation of the model are gradualy

changed to be closer to the experimental conditions. First,the parameterization of LAI is changed

through two modifications (SECH2 simulation, see Table 2). The maximum value of LAI initially

equal to 2.0 is increased to 3.5 which corresponds to a very high maximal value of LAI for grass-260

land. Specific values of soil temperature determining the seasonality of the LAI are now included

as described in Sect. 2.2.1. We obtain a seasonal variation of LAI closer to a grass cover expected

in such a temperate region like Illinois: values are around zero during winter whereas LAI increases

rapidly during April to reach maximal values in summer and early autumn (Fig. 8). The change

of the minimum value of LAI was also tested but had no significant impact on soil moisture (not265

shown). In fact, during winter, ET is limited by the amount ofincident energy and the impact of

the vegetation cover is negligible. The effect of the LAI increase on soil moisture is not significant

during winter (Fig. 7a) because the water uptake by the vegetation through transpiration is near zero
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and only bare soil evaporation is occurring in SECH2 simulation (see Fig. 9). A higher decrease in

soil moisture content compared to simulation SECH1 is foundduring late spring (Fig. 7a) due to the270

enhanced transpiration of the cover starting from the period of the vegetation growth (up to about

+0.3mmd−1 in June for SECH2 compared to SECH1, not shown) converting more energy with

a higher LAI. Moreover, plants intercept more precipitation (not shown). Thus, total ET is increased

even more during summer but simulated SWI remains overestimated compared to observations with

a mean relative error of variance greater than 80 %.275

In order to improve the soil moisture seasonality and particularly its decrease during summer,

the ability of the roots to extract the water from the soil is enhanced. Therefore, the parameter

cv = 4.0m−1 is put to 1.0 (SECH3 simulation, see Table 2). The roots density is consequently in-

creased allowing a higher transpiration (up to+1.5mmd−1 in July compared to SECH2 according to

Fig. 9). The significant effect of the roots on the transpiration corroborates the result of Feddes et al.280

(2001) who showed that transpiration is more sensitive to the moisture content of a densely rooted

soil layer. Moreover, De Rosnay and Polcher (1998) concludethat taking into account root profiles

improves the representation of the seasonal cycle of transpiration. In our simulation, the roots have

a strong impact on soil moisture content and improves the simulated SWI seasonal variation with

a mean relative error of variance of 7 %. SWI mainly decreases during the period of vegetation in285

summer and autumn (up to 37.5 % in September compared to SECH2) (Fig. 7a). Simulated SWI is in

better agreement with SWIo during autumn for the years 1997 and 1998 whereas the high decrease

observed in 1999 is not pronounced enough in SECH3 (Fig. 7b).The results obtained during the dry

season are different depending on the station. For example,at station 9, the pronounced decrease

of the simulated SWI during autumn with SECH3 simulation compared to SECH2, induces a better290

capture of the soil dryness during this season when comparedto the SWIo (Fig. 10a). However, the

simulated seasonnality is poorly represented due to the soil moisture overestimation during spring in

both simulations. At station 16, a lower decrease of the simulated SWI during spring induces a better

seasonnality even a systematic overestimation of the simulated SWI throughout the year compared

to the SWIo (Fig. 10b).295

The height of SECHIBA vegetation is reduced from 1m to 30cm which is more realistic to rep-

resent a grass cover. It has a little effect on soil moisture during autumn (up to 6 % of increase in

October compared to SECH2, not shown) due to a slight decrease in ET (not shown), the surface of

exchanges of the plant with its atmosphere being reduced.

SECHIBA simulates a low bare soil evaporation (Fig. 9) and nosignificant impact on soil moisture300

is found (up to about 3 % of decrease in March compared to SECH2, not shown) when the resistance

of bare soil evaporation is tested (by dividingrsoil per 100). The results are quite similar over all the

grid cells studied (not shown). This test shows that a value of 330sm−1 for the resistance is already

large enough to simulate the decrease of bare soil evaporation when soil moisture is low.

In conclusion, a grass cover rather realistic is thus simulated with SECH3 where the maximum305
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LAI is of 3.5 and the height of 30cm. The sensitivity tests highlight the major impact of the roots

extraction on soil moisture content in our model. The value of cv = 1.0m−1 allows more extraction

of water from the first 50cm of soil and soil moisture shows a higher decrease during spring and

summer in agreement with reality. The other parameters as LAI and height of vegetation or soil

resistance have a minor impact.310

Another comparison is carried out that increases the sampling in order to improve the statistical

study. A new simulation is performed (SECH4 simulation, seeTable 2) where the parameterization

of vegetation in SECH3 is kept but the same PFT is setting everywhere on the grid cells of SECHIBA.

This allows us to include the results from all the grid cells containing the stations. This simulation

is judicious as far as there is no feedback from the surface tothe atmosphere. Thus, the impacts315

of the vegetation around the studied grid cells can be left. When all the same type of vegetation is

set across the model grid, simulated soil moisture content remains overestimated compared to the

new average of observations (“Observations 17s”) according to Fig. 11a. However, the seasonal

variation is slightly improved compared to SECH3 with a meanrelative error of variance of about

3.1 %. This improvement could be explained by the increase ofthe sampling improving the statistic320

for the simulation SECH4.

Bare soil evaporation simulated by SECHIBA is low. Thus, a new computation of ET which

allows bare soil evaporation under the vegetation (see section 2.2.3) is implemented in the model

(simulation SECH5, see Table 2). In this simulation, the parameterization of vegetation is the same

than in SECH4. Global increase in ET simulated by SECH5 is low(+8.0%) compared to SECH4, in325

average over the stations. Bare soil evaporation is now simulated throughout the year with SECH5,

even when vegetation is present during summer (Fig. 12). As long as the total available energy

to evaporate do not change between the two simulations, the transpiration of the cover decreases

(evaporation of water intercepted by the cover does not change significantly). The global increase

in ET has a significant impact on soil moisture when SECH5 is compared to SECH4. This change330

improves the seasonality of soil moisture (Fig. 11a). A decrease in soil moisture occurs throughout

the year and particularly during autumn (up to 16 % of decrease in November). Simulated SWI is

mainly improved compared to measurements during the autumn1997 and 1998 whereas in autumn

1999 it remains overestimated (Fig. 11b).

In conclusion, the adjustement of the potential of water extraction by the roots and the implemen-335

tation of the new computation of ET in the model are essentialto simulate soil moisture in agreement

with measurements at fine scale.

5.2.2 SWI variation according to precipitation data set

Precipitation dataset is crucial in soil moisture studies.As mentioned in section 2.1, we have found

differences between NLDAS and in-situ observations. Thus,another evaluation of precipitation is340

tested in this study. NLDAS precipitation data is substituted by the in-situ precipitation, for each
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station in the corresponding grid cell of the forcing grid. This allows an evaluation of a soil moisture

sensitivity to precipitation variation. The impact on soilmoisture is then studied with simulation

SECH6 (see Table 2) including parameterization of vegetation and ET computation used in SECH5.

Mean annual SWI simulated by SECHIBA forced by in-situ precipitation is decreased compared to345

SECH5 (Fig. 13) where NLDAS precipitation is higher than in-situ measurements (see Sect. 2.1).

However, the decrease of simulated SWI occurs only during summer and autumn where it is now in

good agreement with the SWIo (Fig. 13a) and particularly for the year 1998 (Fig. 13b). The over-

estimation of simulated SWI during the autumn 1999 is greatlyreduced when in-situ precipitation

is used. It is closer to the measurements which pointed out more dryness of the soil than the two350

previous years at the same time period (Fig. 13b). During winter and spring, SWI simulated with

SECH6 slightly increases compared to SECH5 and remains systematically overestimated compared

to the SWIo (Fig. 13a). This is also found for most of the stations (Fig. 14).

5.2.3 A different method to get measured field capacity

The estimation of field capacity measurement can be slightlydifferent whether it is performed in355

laboratory or in-situ. Field capacity is usually measured in laboratory using “a pressure plate to

apply a suction of−1/3 atmosphere to a saturated soil sample. When water is no longerleaving

the soil sample, the soil moisture in the sample is determined gravimetrically and equated to field

capacity.” (Walker, 1989). Field method which consist in irrigating a test plot until the soil profile is

saturated is particulary restrictive for this type of study. We suggest another method to measure the360

field capacity. It is considered as the maximal value of volumetric water in the soil during the year.

Thus, we plot the monthly mean observed volumetric water profiles in average over the stations

(Fig. 15) to deduce the field capacity: the maximal value of volumetric water during the year is

obtained in March on the 30–50cm layer of the soil (we consider that the 0–10cm layer is not

representative of the field capacity at monthly time scale).This value deduced from the volumetric365

water profile (0.39kgm−3) is lower than the measured field capacity (0.41kgm−3). The SWIo is

then recomputed with the new value of field capacity (corresponding to “Observations 17sfc” in

Fig. 16) and its seasonality is compared to SECH6. The decrease of the field capacity in the re-

computed SWIo leads to an increase of the observed SWI particularly during winter and spring. The

simulated SWI from SECH6 becomes consequently closer to the re-computed SWIo during the three370

years with a better similarity in amplitude of the seasonality (Fig. 16).

5.2.4 Global analyze

To summarize in detail our results with simulation SECH6, the amplitude and the phase of the

simulated SWI seasonality are represented for each station of Illinois (triangle) in the Taylor diagram

(Taylor, 2001) (Fig. 17) which is frequently used in model evaluation studies. Overall, many stations375

show a simulated SWI in good agreement with the SWIo including field capacity correction when
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SECHIBA is forced with in-situ precipitation and parameterized according to SECH6. Less than

the half of the stations presents a relative error of SWI with observations around 10 % and less.

SECHIBA captures quite well the phase of the SWI seasonality over Illinois (more than 80 % of

stations shows a correlation greater than 0.85). The amplitude of SWI, which is very different380

according to the station, is much harder to capture (about 50% of stations have a standard deviation

of more or less 0.25 comparing to unit). Seasonality of simulated SWI at station 10 is the closest to

the SWIo in term of amplitude (ratio of standard deviation is close to 1), phase (0.98 of correlation)

and magnitude (17.5 % of relative error). SWI at station 13 is the worst simulated because of its low

observed amplitude of SWI which SECHIBA cannot capture.385

5.3 Simulated total runoff

The resulting total runoff simulated with SECH6 is comparedwith Kaskaskia streamflow data (di-

vided by its corresponding basin surface) at Venedy stationpoint (38◦27′ N; 89◦37′ W, Fig. 1), ob-

tained from United States Geological Survey (USGS) for the period 1997–1999. This watershed

is chosen because it integrates a large part of runoff over the south-west of Illinois. Runoff simu-390

lated with SECH6 is underestimated by 24 %. However, during the first half of the year, total runoff

is well simulated (the mean relative error is about 2.5 % for the period January–May). SECHIBA

reaches to capture the peak of runoff observed in March (Fig.18). During the rest of the year, the

simulated total runoff is null leading an underestimation in average over the year. This is partly

due to the parameterization of the hydrological model whichcannot produce runoff and drainage as395

far as simulated soil moisture does not reach field capacity.In the parameterization of the model

used for simulation SECH6, the improvement of root extraction potential generates a level of soil

moisture content always far from the field capacity during summer and consequently exacerbates the

limitation of the hydrological modelling to simulate totalrunoff. The use of a multilayer approach

to represent the vertical soil water diffusion (De Rosnay, 1999; De Rosnay et al., 2002) should be400

more satisfying to generate runoff and infiltration but it has not been tested in this study. However,

underestimation of total runoff by SECHIBA can be due to the complexity of the water exchange

between the deep soil and the surface through the water tablethat are included in the measurements

datasets but not represented in the model.

6 Conclusions405

This paper investigated the ability of SECHIBA to compute the surface water balance at two differ-

ent spatial scales. At large scale (over the United States),ET and total runoff results from SECHIBA,

forced by NLDAS at 1/8th degree resolution, are in good agreement with NOAH, considered as the

closest to observations. At local scale (over Illinois), soil moisture content simulated by SECHIBA

forced by the same dataset has been compared to observationsfrom a global soil moisture database.410
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When vegetation parameters are defined by experimental conditions, the model is able to capture

rather well the seasonal variation of soil moisture. The magnitude, amplitude and phase are well

reproduced by the model over many stations. Uncertainties in climatic data, such as precipitation,

that can induce a bias in the simulations of soil moisture, have been also pointed out. Extensions

of this study could be performed such as the use of the new hydrological module or the dynamical415

vegetation to improve the simulation of soil moisture content. Moreover, the study of the impact of

soil texture on soil moisture content is a reliable perspective to extend this study. The improvement

of spatial resolution is a big challenge for climate modelling and particularly for the LSM which

simulates land-use change. In this study, it is rather encouraging to obtain a realistic soil moisture

seasonality at fine scale over Illinois with a global model such as SECHIBA which includes the420

simple hydrological model. Impact studies on water resources can be addressed with more con-

fidence since soil moisture which has a crucial impact on water cycle, is well represented. For

example, Guimberteau et al. (2011) simulated with SECHIBA coupled with LMDZ (Laboratoire de

Mét́eorologie Dynamique Zoom, Hourdin et al., 2006) a significant decrease in summer precipitation

due to irrigation over the eastern part of the Mississippi River basin. Our comprehensive approach425

of gradual changes of the vegetation parameters over Illinois which is part of this region, can lead to

a better understanding in the processes between the irrigated vegetation cover and climate.
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Table 1. List of atmospheric forcing variables in NLDAS used for this study.

Name Description Units

Tair Two meters air temperature K

Qair Two meters air specific humidity kgkg−1

Wind N Ten meters wind speed (u component) ms−1

Wind E Ten meters wind speed (v component) ms−1

Psurf Surface pressure Pa

SWdown Surface downward short wave flux Wm−2

LWdown Surface downward long wave flux Wm−2

Rainf Rainfall rate kgm−2s−1

Snowf Snowfall rate kgm−2s−1

Table 2. List of the simulations performed with their numerical settings. Red color indicates the changed value

of a parameter compared to the previous parameterization.

Simulations T
min
soilv

;T max
soilv

LAI
min
v

;LAI
max
v

h cv rsoil Number of grid Bare soil evaporation Precipitation

(°C) (m) (m−1) (s.m
−2) cells for average under vegetation forcing

SECH1 0;20 0;2.0 1.0 4.0 33000 8 No NLDAS

SECH2 7;15 0;3.5 1.0 4.0 33000 8 No NLDAS

SECH3 7;15 0;3.5 1.0 1.0 33000 8 No NLDAS

- 7;15 0;3.5 0.3 1.0 33000 8 No NLDAS

- 7;15 0;3.5 0.3 1.0 330 8 No NLDAS

SECH4 7;15 0;3.5 0.3 1.0 330 17 No NLDAS

SECH5 7;15 0;3.5 0.3 1.0 330 17 Yes NLDAS

SECH6 7;15 0;3.5 0.3 1.0 330 17 Yes In-situ
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Table 3. List of measurements stations with their references (number, site code,coordinates and elevation). We

do not take into account stations 2 and 17 for the present study.

Number Name Site code Latitude (N) Longitude (W) Elevation (m)

1 Bondville BVL 40◦03′ 88◦52′ 213

2+/82 Dixon Springs (bare+/grass) DXG 37◦27′ 88◦40′ 165

3 Brownstown BRW 38◦57′ 88◦57′ 177

4 Perry ORR 39◦48′ 90◦50′ 206

5 De Kalb DEK 41◦51′ 88◦51′ 265

6 Monmouth MON 40◦65′ 90◦41′ 229

8 Peoria ICC 40◦42′ 89◦32′ 207

9 Springfield LLC 39◦31′ 89◦37′ 177

10 Belleville FRM 38◦31′ 89◦53′ 133

11 Carbondale SIU 37◦43′ 89◦14′ 137

12 Olney OLN 38◦44′ 88◦06′ 134

13 Freeport FRE 42◦14′ 89◦40′ 265

14 Ina RND 38◦08′ 88◦55′ 130

15 Stelle STE 40◦25′ 89◦19′ 207

16 Topeka MTF 40◦18′ 89◦54′ 152

17∗ Oak Run OAK 40◦58′ 90◦09′ 265

34 Fairfield FAI 38◦23′ 88◦23′ 136

81 Champaign CMI 40◦07′ 88◦14′ 219
∗ Missing data for 1998 and 1999 for this station
+ Measurements performed over bare soil for this station.

Fig. 1. Location of the Illinois state. Kaskaskia river and Venedy station are also localized.
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Fig. 2. Monthly mean(a) and monthly(b) precipitation (mmd−1) for NLDAS (black line) and in situ data

(dashed line), for 1997-1999

Fig. 3. Scheme of the soil with hydrology in SECHIBA.qupper andqlower (both inkgm−2) are, respectively

the amount of water available for the plants contained in the upper and lowerreservoir,hdry
upper andh

dry

lower (both

in m) the depths of dry soil layers, respectively over the superficial and the deep soil reservoir,hupper (m) is

the height of the superficial reservoir,R the runoff at the surface,D (kgm−2s−1) the drainage between the two

soil layers,E (kgm−2s−1) the total evaporation andP (kgm−2s−1) the precipitation
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Fig. 4. Water uptake function,Usv , for each canopy (De Rosnay and Polcher, 1998). The profiles depend on

the depth of the dry soil and the value of the constantcv.

Fig. 5. Fraction of PFT(a) “C3 grassland” and(b) “C3 crops” covers on each grid cell across Illinois prescribed

by the vegetation map in SECHIBA. The 17 stations used for this study are indicated on the figure (see Table 3

in Appendix for their references).
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Fig. 6. Mean annual ET (mmyr−1) over the United States, for the mean time period 1 October 1997–

30 September 1999, from(a) NOAH, (b) VIC, (c) MOSAIC (d) SAC and(e) SECHIBA. The first four maps

were taken from Mitchell et al. (2004).
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Fig. 7. Monthly mean SWI averaged over the eight selected stations, from observations and simulations SECH1

to SECH3.(a) Averaged seasonal cycles and(b) time series over the time period 1997–1999.

Fig. 8. 1997-1999 mean LAI seasonal cycle simulated from SECH1 and SECH2, averaged for the 8 validation

grid cells (see Sect. 3).
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Fig. 9. Seasonal cycles of monthly mean ET components (sublimation not shown) (mmd−1) averaged over the

eight selected grid cells, from SECH2 and SECH3, for the mean time period1997–1999. ET components are

E1 (bare soil evaporation), Tv (transpiration) and Iv (evaporation of water intercepted by the cover).

Fig. 10. Seasonal cycles of monthly mean SWI on(a) station 9 and(b) station 16, from observations and

simulations SECH2 and SECH3, for the mean time period 1997–1999.
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Fig. 11. Monthly mean SWI averaged over all the stations, from observations andSECH3 to SECH5.(a)

Averaged seasonal cycles and(b) time series over the time period 1997–1999.

Fig. 12. Seasonal cycles of monthly mean ET components (sublimation not shown) (mmd−1) averaged over

all the selected grid cells, from SECH4 and SECH5, for the mean time period1997–1999. ET components are

E1 (bare soil evaporation), Tv (transpiration) and Iv (evaporation of water intercepted by the cover).
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Fig. 13. Monthly mean SWI averaged over all the stations, from observations, SECH5 and SECH6.(a) Aver-

aged seasonal cycles and(b) time series over the time period 1997–1999.

Fig. 14. Times series of monthly mean SWI for each studied stations, from observations and SECH6, for the

time period 1997–1999.
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Fig. 15. Monthly mean volumetric water profiles averaged over all the stations, forthe mean time period

1997–1999.

29



Fig. 16. Times series of monthly mean SWI averaged over all the stations, from observations, new profile of

observations and SECH6, for the time period 1997–1999.
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Fig. 17. Taylor diagram illustrating the statistics of SWI simulated with SECH6, from 1997to 1999. Each

station is represented by a colored triangle with its number. The Taylor diagram is a representation that provides

the ratio of the simulated and the observed standard deviation as a radial distance from the origin and the

correlation of simulated SWI with observations as the cosine of the azimuth angle in a polar plot.R correlation

coefficient is computed according to the following equation:R =
1

N

PN
n=1

“

QORCH
n −QORCH

”“

QOBS
n −QOBS

”

σ
QORCHσ

QOBS

wheren is the month(1 < n < N = 36), QORCH andQOBS are, respectively simulated and observed monthly

mean SWI andσQORCH andσQOBS are, respectively simulated and observed standard deviations. The mean

SWIo averaged over all the stations is plotted at (1,0): no error in standard deviation and zero correlation error.

The distance between the point (1,0) and the simulated result point is proportional to the root mean squared

error. Good representation of the amplitude simulated by the model compared to observations is traduced by

a triangle close to the dashed red line as radial distance. Good representation of the phase is traduced by a short

distance between the triangle and the unit on the abscissa axis.
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Fig. 18. Seasonal cycles of monthly mean total runoff (mmd−1) on the grid cell corresponding to Venedy

station coordinates, from observations and SECH6, for the mean time period 1997–1999.
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