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We thank the anonymous referee #1 for his general and detailed comments. These
comments made us realize that our manuscript has some potential for misunderstand-
ing in the modelling community. We start with a general reply in order to clarify the
major misinterpretations. After that we give specific replies to the raised concerns and
comments.

Scale considerations and aim of the paper
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We believe that there is a misunderstanding regarding the aim of the manuscript and
the applied methods. The overall aim is an upscaling of flux measurements with the
eddy-covariance method on a pixel or grid size of remote sensing data and mesoscale
models, which is recognized at least from referee #2. The upscaled flux, representative
for one pixel (typically 1 km2 when using MODIS data for e.g. land surface tempera-
ture), can be used to validate mesoscale flux simulations, driven by remote sensing
data.

But the referees seem to underestimate the substantial gap in the scale of eddy-
covariance data and the typical pixel or grid scale. The spatial scale of eddy-covariance
data is highly variable depending on friction velocity and stratification which is for low
measuring heights (up to 10 m) in the micro-β and micro-γ scale according to the clas-
sification by Orlanski (1975), while the pixel and grid scale is micro-α or even meso-γ.
An overlapping in the stable case is possible (Foken and Leclerc, 2004), but in the un-
stable and neutral case the overlapping is small. All relevant references for the footprint
problem are given in the manuscript, which are mainly Schmid (1997, 2002); Vesala
et al. (2008). To overcome this problem of highly variable footprint areas in the paper a
combination of footprint method and tile approach (Avissar and Pielke, 1989; Beyrich
et al., 2006) was developed. From this point of view it should be clear that an upscal-
ing on a 25 km2 scale or catchments etc. cannot be the aim of the paper. For such a
purpose mesoscale models, subgrid models or even Large-Eddy-Simulations must be
applied.

The flux parameterisation in remote sensing or mesoscale models is based on the
Monin-Obukhov similarity theory or a simplification like a bulk approach. Therefore data
from two levels are necessary to determine the vertical gradient. The determination of
the flux is a highly non-linear calculation due to the gradient approach and the influence
of stratification. Therefore, it makes no sense to validate this approach against directly
measured flux data when the input information (like surface temperature) is a mixed
signal from a highly heterogeneous surface. This is the reason why we reduced the
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discussion of the upscaling mainly on two surfaces and introduced the multi-surface
case only as theoretical approach. Furthermore we applied the method to an area
without dramatic changes in the surface characteristics, otherwise the averaging of the
surface parameters by remote sensing techniques is questionable due to the non-linear
problem.

In summary, our aim is to provide high quality flux data for validation purposes of grid-
based applications. The developed scheme combines the already existing features of
QA/QC and gapfilling with considerations about heterogeneity and footprint and pro-
vides flux estimates including uncertainty ranges for each value (final flagging, Table 7).
In the light of this target, the spatial integration via modelling of adjacent land-use types
serves to estimate the uncertainty related to heterogeneity and it limits the error in case
of substantial heterogeneity. We show, that it is possible to apply this feature, when a
certain extent of heterogeneity is reached. But of course, it will be always preferable,
if the measurements can be used directly. We will point this out more clearly in the
revised manuscript.

General comments

“Theoretical basis: The authors suggest a pragmatic, straightforward method to derive
the grid box mean flux without presenting any theoretical basis: The box is subdivided
into patches of different land use. Fluxes for one land use class (i.e. target land) are
obtained from measurements while modeling results are used for the other land use
patches. Such an all-or-nothing scheme, putting full weight either on measurements
or on modeling results is statistically suboptimal. Using model results to upscale and
com- plete limited observations is a well developed field of research in meteorology
named data assimilation. There, it is accepted that both sources of information should
be used to obtain an optimal estimate by weighting the data according to the error
covariance matrix – all-or-nothing schemes are not state of the art. Furthermore, the
manuscript lacks any reference to data assimilation.”
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The topic presented in the manuscript is not related to any form of data assimilation and
therefore no references to these studies are given. The main reason for this are missing
permanent measurements of momentum, sensible and latent heat fluxes. The only one
data basis is FLUXNET (Baldocchi et al., 2001) with 532 stations worldwide and e.g. 7
forest and 4 grassland stations in Germany. These stations were selected according to
ecological reasons and the data are only non-realtime available, often only after several
years. Furthermore usual meteorological models are not able to assimilate flux data
directly. From this point of view we have not mentioned any assimilation concept or
assimilation theory.

The underlying theory in this work is the tile approach for area averaging of flux data
and the footprint method to determine the area from where the measured flux orig-
inates. We introduce both concepts (page 5167, lines 22 ff. and page 5168, lines
20 ff.) and provide the necessary details in Sects. 2.3 and 2.6 including all relevant
references.

Remote sensing data and meso-scale models are not mentioned in the manuscript
besides some references, because the aim of our study is the calculation of area aver-
aged fluxes as ground truth for the validation of flux calculations from remote sensing
data or mesoscale models (see Introduction, page 5169, lines 18 ff.). For example,
a potential candidate may be the Surface Energy Balance System SEBS (Su, 2002).
We agree with the referee that some changes in the title and an extension of the in-
troduction could be helpful to avoid a misinterpretation of the aim of our manuscript.
Therefore a possible new title can be “A framework to facilitate turbulent flux mea-
surements as ground truth for the validation of mesoscale models and remote sensing
applications”.

“Adequacy of evaluation concept: Although the paper provides an extensive evaluation
of the methodology based on LITFASS 2003 data, I question this proof of concept for
the following reasons: i) The method is only tested for the situation of two land-use
classes and the so called target case (Section 3.2.1). More land-use classes or the
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mixed case (Section 3.2.2) are not considered. ii) The LITFASS 2003 campaign is
limited to a short time period (about one month) with very special weather conditions
(extremely dry summer of 2003). Thus is generalization of the findings is questionable.
The authors even mention the need of significant tests (p. 5186, line 8), but unfortu-
nately do not pursue this idea. iii) The flux differences between the considered land
use classes are small.”

We decided for this situation to test the method, because the ground truth is usually
collected in widely homogeneous areas. As stated above, the non-linear model equa-
tions can only be validated over widely uniform terrain, where the remote sensing data
does not contain a mixed signal of highly different land use types. From this point of
view (and not only because it is more complicated) we reduced the number of different
surfaces for evaluation within a grid cell to only two and selected sites which differ not
extremely from each other. We will explain the reason for our selection in more
detail and add some rules for using ground truth to the manuscript.

We agree with the referee, that any evaluation aiming at surface heterogeneity would
benefit from having measurements from more land-use types over longer time peri-
ods. But as this is hard to get, we do not understand the criticism on the data set
from the LITFASS-2003 experiment. The FLUXNET-stations mentioned above have
only data sets over one land-use type. Experiments with flux measurements over dif-
ferent land-use types are rare and the given overviews show that data sets are only
available for some weeks or month (Foken, 2008; Mengelkamp et al., 2006). Further-
more the specific weather situation is not relevant for testing the method. The benefit
of the LITFASS-2003 data set is the good documentation; the data quality control and
the installation of the flux stations make area averaging methods like the tile approach
possible (Beyrich et al., 2006; Mauder et al., 2006). We will add some remarks about
the availability of flux data sets.

“I was surprised to read the beginning of the third paragraph of the abstract: First it
is claimed that application of the method to LITFASS 2003 shows the potential of the
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approach. Then it is mentioned that the spatial integration would be rejected in this sit-
uation due to the small flux differences. I hardly dare to conclude that the benefit of the
method is demonstrated for a situation which is not suitable for a practical application
of methodology”.

This conclusion is wrong from our point of view. The application of the method shows
a clear benefit, even if the spatial integration is rejected, because the modelling of
adjacent land-use types at least contributes to the uncertainty estimation given by the
final flagging (Table 7) of the fluxes. The highly variable model performance on the
daily basis originates from the change in surface conditions (Sect. 2.1) and enables us
to judge, how large the difference should be, that the spatial integration can be applied
(Sect. 4.3). The fact, that the spatial integration has to be rejected on the basis of the
whole period, even if the outcome would be positive, is a matter of error consideration.
It is a clear limitation for the spatial integration, but it does not compromise the scheme
as a whole. We will point this out more clearly in the manuscript.

Specific comments

“Gapfilling: I would recommend to omit any gap filling for this study. Gapfilling is needed
to calculate ‘climatological’ budgets, but not for any evaluation purposes – dates with
missing values can easily be ignored. Gapfilling results in dangerous similarities be-
tween reference data and the data to be validated. This issue is shortly discussed on
page 5192, but it can easily be avoided.”:

Gap filling is a usual procedure for flux measurements (Falge et al., 2001a,b; Rup-
pert et al., 2006) because e.g. at night time for nearly negligible turbulent exchange
the relevant measuring methods cannot be applied. During such conditions, typically
the fluxes themselves and also the differences in fluxes between land-use types were
small. The necessity to reject this existing data produces a large amount of gaps every
day, and this problem is even increased by applying the energy balance closure (EBC)
correction. Therefore gapfilling cannot be neglected in such a scheme, as it is a stan-
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dard in the flux community. On the other hand, it is possible to resign gapfilling only
for evaluation purposes, so we follow the suggestion. We will abandon gapfilling in
the evaluation procedure, but will retain it for the error considerations. This will
change also Figs. 5–7.

“1 km scale: At various locations in the text, it is mentioned that the method is designed
for grid box with 1 km edge length. Please explain where does the scale ‘1 km’ come
from? Why is the technique not applicable for 500 m or 5 km grid boxes?”:

This is related to the resolution of MODIS data in the thermal bands, where e.g. land
surface temperature is retrieved from. See the replies above.

“Section 4.3 – evaluation of the threshold: In practical applications the critical point is
how well D_obs can be inferred from D_mod. Please investigate this problem in detail.
How good is the correlation between D_obs and D_mod?”:

Comparing each single difference between observations for two land-use types with
the differences between model simulations reveals no significant coherence. This is
due to the highly variable model performance within the measuring period. We did not
focus on this issue, as the important question was in our opinion the relationship of
Dmod to the PRE2. We will add some details to this problem.

“Balanced summary of the results: Both the discussion and the abstract are biased
towards the positive results. Looking at table 2, it becomes obvious that the method
is beneficial for two combinations of stations and shows neutral to negative impact for
one combination. This two to one outcome needs be reported.”

This is a misinterpretation from our point of view. In Sect. 4.2 the so-called “positive”
outcomes were discussed (comparisons station A4 vs. A5 and A5 vs. A6, page 5187,
lines 22 ff.) as well as the “negative” outcomes (comparisons station A4 vs. A6, page
5188, lines 3–6). As both A4 and A6 contain maize in a comparable growth stage,
this outcome was highly expected and serves to demonstrate the variability within an
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area which we would categorize as only one land-use type. If this variability would be
comparable to the deviation between different land-use types, our categories of land-
use types would turn out as not meaningful. Thus we considered this outcome simply
as a control and did not emphasize it in the abstract, as it showed the expected (and
necessary) result. But we will add a sentence in Sect. 4.2 for clarification as our
formulation seems to be misleading.

“Focusing on upscaling: The paper should be better focused on its core topic: i.e. up-
scaling. For example, there is no need to discuss the instrumentation of the stations in
detail or to explain the SEWAB equation (1)-(5). In addition, the paper will be easier to
read if fewer references to other sections are used and certain topics are not separated
into different sections: e.g. model evaluation techniques are both discussed in Section
3.1 and Section 4.1; discussion of threshold X (3.2.1 and 4.3). In the light of the quite
simple theory, it might be possible to simplify the nomenclature that a list of symbols is
no longer needed.”:

We regret that our manuscript seems to be somewhat inconvenient for the reader. On
the other hand, we think, that the instrumentation provides useful information, as it is
directly related to the measurement uncertainty. Section 3.1 contains a more general
view on the issue of representativeness, while in Sect. 4.1 this is condensed to our
evaluated case. The threshold X occurs in Sects. 3.2.1 and 4.3 for the same reason.
We will revise the manuscript in order to eliminate unnecessary information and
to reduce the number of crossreferences

“Uncertainties and table 5: I wonder whether the deviations between model results
and OBS derived in Section 4.4.1 (or Table 3 and 4) are an estimate for the model
uncertainty – instead of the estimate at the end of page 5194. How do the values of
35Wm2 and 50Wm2 ‘follow from Table 5’? Why is there a need to list the instrument
uncertainties in Table 5?”

The aim of this section is to discuss the various error sources introduced by the pro-
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posed routine in order to estimate an overall error of the upscaling scheme. Of course,
the gapfilling uncertainty (EBC corrected observations vs. optimised model) is a model
uncertainty like it is discussed in Sect. 4.4.2 (EBC corrected observations vs. realistic
model). Nevertheless, we decided to handle them separately, because the contribution
to the upscaling procedure were different for both types of model simulations and they
were derived in a different way. We will point this out in an additional sentence at
the beginning of Sect. 4.4. Further this Sect. will be simplified, as the influence
of gapfilling on the evaluation is obsolete.

The values 35 W m−2 and 50 W m−2 simply exceed the largest individual uncertainty
listed in Table 5. We decided to use these values in order to provide handy numbers
on the one hand and to preserve the relationship of errors between sensible and latent
heat flux.

The instrument uncertainty including quality checks for fulfillment of eddy-covariance
prerequisites is an important error source. This topic has been already discussed (e.g.
Foken and Oncley, 1995; Mauder et al., 2006, 2007). Nevertheless, it makes sense
to list these results in some detail to illustrate the impact on the overall accuracy of
the upscaling scheme, classified in Table 7: It is obvious, that the quality for represen-
tativeness strongly depends on the quality of measurements (MFlag: with an MFlag
= 3 the overall flag cannot be better than 4). This is not only fixed to the instrument,
but varies in time due to the dependence on the quality. Furthermore, the details for
measurement uncertainty prepare for the classification of the MFlag fixed in Table 6.

“Need for calibrated SVAT: Is there really a need for a calibrated SVAT scheme? On
page 5192, the MAE between OBS and uncalibrated SVAT is 39Wm2 and between
OBS and calibrated SVAT 37Wm2. Is this small improvement of 2Wm2 worth the ef-
fort?”

As gapfilling will not be applied before evaluation, these values will be deleted from
the manuscript, as they cause confusion: The optimised model runs perform substan-

C3259

tially better, which can be seen in Figs. 3 and 4. These values were not calculated for
evaluation of model performance. Thus the observations without EBC correction were
used for calculation in order to use a larger (and more representative) number of data
to support the argument about gapfilling. Using the EBC corrected observations, the
respective new values in page 5192 would be : mean MAE (EBC corrected observa-
tions vs. realistic model) = 47 W m−2, mean MAE (EBC corrected observations vs.
optimised model) = 33 W m−2 and mean Dmod (optimised model vs. realistic model) =
44 W m−2. Please note, that the last value also changes due to an altered n, and the
conclusion drawn in the manuscript remains the same.

“Title: The title is to vague, in particular the verb ‘utilize’. It is misleading to men-
tion ‘mesoscale models’ and ‘remote sensing’, because both applications are not pre-
sented in the paper. Suggestion: ‘A method to upscale turbulent flux measurement
using SVAT modeling’.”

We agree, the title needs adjustment. Our suggestion is: “A framework to facilitate
turbulent flux measurements as ground truth for the validation of mesoscale models
and remote sensing applications”. For explanation see “General comments” above.

“Quality flagging and table 6: I can not follow the reasoning to derive the rules of table
7. The underlying theory and assumption need to be outlined in more detail.”

The quality flagging of flux data is a usual tool and in the last ten years world wide
applied (Eigenmann et al., 2011; Foken and Wichura, 1996; Foken et al., 2004, 2011;
Moncrieff, 2004). Thus it was consequent to add a new flagging system for the flux
on the grid size. The restrictions of the error considerations were listed on page 5197,
lines 9 ff., but the calculation is only outlined. We will add more detail for a better
understanding like in the following: “The representativeness error has been cal-
culated for all possible combinations of the MFlag, HFlag and the TFlag. Therefore
the maximum error for each class of MFlag and HFlag were considered and weighted
according to the minimum contribution of the target land-use to the grid cell, given by
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each class of the TFlag. In the special case of MFlag = 3 and HFlag = 1, i.e. the
measurement error is larger than the error caused by heterogeneity, the measurement
error is considered for the whole grid cell and the final flag is 4. (This case will be
added to Table 7). All combinations were then sorted according to the overall error
and categorized in five classes. The result is shown in Table 7.”
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