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1 Why is the member’s selection done ?

Today, the availability of the Meteorological Ensemble Prediction Systems (MEPS) and
its subsequent coupling with multiple hydrological models offers the possibility of build-
ing Hydrological Ensemble Prediction Systems (HEPS) relying on a large number of
members. However this task is complex both in terms of the coupling of information
and computational time, which may create an operational barrier.

So, the selection of members within a HEPS may be viewed as a post-processing stage
which seeks to maintain or improve the quality of probabilistic forecasts with a number
of “x” members drawn from a super ensemble of “d” members (x < d), allowing the
reduction of the computational time required to issue the probabilistic forecast.

2 General Comments

2.1 ...there is one point with which I don’t agree. This is about the participation of
the members of the ECMWF EPS in the selected 30-member ensemble (p.2757,
l.18-24). I don’t see the relevance of using the member’s numbering as criteria
since at each new forecast, the 50 initial states are assumed to be equally likely
(as written p2749, l.11 & p.2757, 21-24!).

You are right. We agree that it is necessary to rewrite some paragraphs of this article,
in particular the paragraph that you quote (p.2757, L.18 -24). Indeed, we are not
selecting members of the ECMWF MEPS, but the product of their filtering by many
different non-linear hydrological models.

This observation, as a key issue in HEPS conformation, leads us to introduce and
manipulate the interchangeability of members as a variable in the selection process.
So, we propose to insert explicitly this discussion and its implications in the selection
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process through:

• A new section called “Interchangeability of the MEPS and HEPS members” (see
below).

• The elimination of Fig. 4 of this article (the histogram in this figure leads to dis-
orientation, moreover this space is necessary for the discussion above).

• Random combinations evaluations as a justification of the selection process (see
Fig. 5 and 6).

Interchangeability of the MEPS and HEPS members
We are aware and agree with you regarding the interchangeability of the members of
the ECMWF EPS. Nonetheless we stress the fact that the selection task performed
here is not made on members of the ECMWF EPS but rather on the hydrological re-
sponse of the 16 models used in the formation of the super ensemble of 800 members.

We also agree that some sections of the proposed article should be improved regarding
that issue, namely that the selection focuses on the participation of the hydrological
models. For instance, Fig. 4 in Brochero et al. (2011a) will be removed because it
leads to some confusion.

From this point of view the final selection, result of the proposed methodology, should
be directed more clearly to a method of selection and weighting of hydrological mod-
els based on participation of the hydrological models in the selected subset. So, if for
example the final selection of 30 members shows a participation of the hydrological
models 1, 4, 6, 13 and 14 to 10, 3, 5, 2 and 10 members respectively, then it imme-
diately follows that hydrological models 1 and 14 have a strong influence as a direct
interpretation of the selection made.

In order to illustrate the interchangeability of the members of the ECMWF EPS and
equiprobability of this system, Fig. 6 shows both the performance of the subset found
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with the Backward Greedy Selection methodology proposed (BGS) and the boxplot
diagrams of 200 random experiments of 50 members with the guidance of the BGS
solution (Fig. 6a), and without any guidance (Fig. 6b). The random selection on the
solution oriented by BGS is based on the usage of the ratio of members per model
given by the BGS methodology. For example, based on the example above, the ran-
dom selections should retain 10 members for the hydrological model 1 and 14, and 4
members for the hydrological model 3, and so on.

Figure 6 highlights three main aspects: high-performance solutions based on the pro-
portion given by the BGS, low variability and high performance of the BGS solutions.

The performance of selections based on the proportion of members found in the BGS
solution is evident in Fig. 6a since the third quartile Q3 (top line of boxes) is, in 90%
of the cases, less than the normalized sum reference (except for the catchment B21
where Q3(NS) > 5). So, it is demonstrated that the proportion of members for a hydro-
logical model is a sufficient criterion to reduce the number of members while improving
the balance of the scores represented by the normalized sum. For comparison, Fig. 6b
illustrates the system response to random selections without any a priori guidance,
showing that in all cases the normalized sum is greater than 5 and have recurring
extremes greater than 7.

Regarding the variability of the normalized sum evaluated in random selections guided
by the BGS solution, it can be seen that the interquartile range (Q3 − Q1) is at worst
equal to 0.3 (catchment H36), which is a much lower value than for the purely random
selection, as shown in Fig. 6b where the latter interquartile range is equal to 0.6.

The generalization of the BGS method is discussed in detail in the companion paper,
where the temporal and spatial extrapolation is executed for a nearby catchment. How-
ever, Fig. 6a shows that the catchments H36, K73 and U25 obtained combinations
with a normalized sum lower than those obtained with the BGS method, which can be
associated with the integration of experiments carried out in a subdivision database for
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each catchment or the BGS algorithm structure – it is known that the classical BGS
algorithm is unable to detect the collective influence of these variables.

2.2 The authors (p.2756, l.7-10) compare the results with the ensemble of 16 hydro-
logical models driven by the deterministic forecasts. Maybe analyzing the results
without using the “mean rank of elimination” but taking advantage of the resam-
pling procedure (Section 5) could explain the apparent difference. This major
criticism might be withdrawn if multi-model meteorological ensembles could be
used or – possible to achieve with the same material – if a reduced number of
ECMWF EPS members were drawn randomly.

In this regard, the comparison between the two schemes studied by Velázquez et al.
(2011) does not use the mean rank of elimination. This measure, proposed here, is
used for the integration of cross-validation results. In this case your observation takes
into account three key issues in this study:

• Previous results on the number of members and the HEPS conformation:
Velázquez et al. (2011) have shown, based on the database of the present paper,
that the ensemble predictions produced by a combination of several hydrological
model structures and meteorological ensembles (800-member set) have higher
skill and reliability than ensemble predictions given either by a single hydrological
model fed by weather ensemble predictions (50-member set) or by several hy-
drological models driven by a deterministic meteorological forecast (16-member
set). So, our goal was focused on at least replicating the good quality of the
800-member set with fewer members.

• Implications of the BGS method and the length of the series: In some algorithms,
such as the BGS, the overfitting1 is highlighted as a structural problem. So, one

1When the error on the training set is driven to small values, but the error of the model is large on new data.
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method for improving generalization which is called early stopping (Hudson et al,
2011), well-know in neural network community, is used in the methodology pro-
posed here.

In this technique the available data is divided into three subsets. The first subset
is the training set, which is used in BGS for sequentially removing the members.
The second subset is the validation set. The error on the validation set is moni-
tored during the training process. The validation error normally decreases during
the initial phase of training, as does the training set error. However, when the
selection begins to overfit the data, the error on the validation set typically begins
to rise. When the validation error increases for a specified number of members
the training is stopped. The test set error is not used during training, but it is used
to compare different models.

This dataset subdivision, combined with the short length of the series, imposes
the use of resampling techniques such as cross-validation, which maximizes the
utilization of the available information. Moreover, methodologically the combina-
tion of experiments with the so-called mean rank of elimination is shown as a
mechanism avoiding overfitting in the solution found with BGS.

• Random selection of members as the performance criterion of BGS: As has al-
ready been introduced, this paper will be complemented by this analysis to show
the usefulness of the BGS.

2.3 The choice of the scores should be presented more carefully... These aspects
should be clearly defined in Section 2 (with appropriate references) and the
choice of the scores should be shown to cover all of them.

To define or choose the error function(s) used in the selection of members methodology
with BGS, we quote some of the features that are evaluated in probabilistic forecasting.
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The reader is referred to Murphy (1993) and Wilks (2005) for a detailed description of
these features.

• Bias: correspondence between mean forecast and mean observation.

• Reliability: correspondence between conditional mean observation and condi-
tioning forecast, averaged over all forecasts.

• Resolution: degree to which the forecasts sort the observed events into groups
that are different from each other. It is related to reliability, in that both are con-
cerned with the properties of the conditional distributions of the observations
given the forecasts.

• Sharpness: variability of forecast as described by distribution of forecast.

• Consistency: degree to which the ensembles apparently include the observations
being predicted as equiprobable members.

Additionally, we propose the use of the diversity, concept studied in machine learning in
some multiple classifiers systems. So the following paragraph extracted from Kuncheva
(2004) summarizes this concept: “If we have a perfect classifier2 that makes no errors,
then we do not need an ensemble. If, however, the classifier does make errors, then we
seek to complement it with another classifier, which makes errors on different objects.
The diversity of the classifier outputs is therefore a vital requirement for the success of
the ensemble.”

Thus, the scores used in this research have been chosen because they quantify dif-
ferent aspects of ensemble prediction’s quality. So, CRPS simultaneously evaluates
reliability, resolution and uncertainty (Hersbach, 2000; Gneiting and Raftery, 2007).

2In the supervised category (called also supervised learning), each object in the data set comes with a preassigned
class label. Our task is to train a classifier to do the labelling “sensibly” (Kuncheva, 2004).
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The logarithmic or ignorance score, described in detail by Roulston and Smith (2002),
is called to evaluate the sharpness or spread (Vrugt et al., 2006) and strongly the bias,
since positioning the observation in forecast regions of low probability lead to values
that tend to infinity. Reliability is directly evaluated by the RDmse and, the consistency
and the bias of the ensemble is assessed by the delta ratio. Finally, the maximization of
the MDCV function (or minimization of the relationship z2 −MDCV) seeks to increase
the diversity of the ensemble, which is equivalent to increasing its spread.

3 Specific Comments

3.1 p.2744, l.1 Add the reference to Appendix A.

You are right. Prior to presenting each score the reader will be directed to Appendix
A to understand the respective formulation. Thus, the presentation of each score will
focus on:

• The main feature related to the score.

• Measuring scale.

• Calculation assumptions.

3.2 p.2744, l.2 Herbasch (2000) shows how to the compute CRPS of an ensemble
without the need to assume normality.

In lines 21-27 p.2743, we put in evidence the little difference in results when using the
gamma or normal distribution for the studied database, despite the enormous compu-
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tational cost, estimated at 1.7 h for the evaluation assuming a normal distribution and
47 h in the case of assuming a gamma distribution.

3.3 p.2748, l.19 Explain SAFRAN. l.20 from.

Given the complexity of the model SAFRAN, it will be referenced to Quintana-Seguí
et al (2008) for readers who wish to know in depth one of the key elements in the
HEPS conformation here studied.

3.4 p.2750, l.2 Daily data are probably observed around 6 UTC and if the 0 UTC
forecasts are used, rainfall predictions are accumulated from 6 to 30, etc. Please
clarify.

Forecasts are issued at 12:00 UTC and extend over 240 h. Rainfall amounts were
accumulated at 24 h time steps, starting at 0 h to match with observed daily data, which
resulted in nine daily lead times. No bias removal or disaggregation was performed
(Velázquez et al., 2011).

3.5 p.2751, l.4 I don’t understand the end of the first sentence of this paragraph.

To clarify this paragraph we propose the following: In Machine Learning the evaluation
of multiple models for simulation or prediction of an event, and to further select those
which together enhance or simplify a condition for adjustment, is known as “overpro-
duce and select” (Kuncheva, 2004).
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3.6 p.2752, l.12 Explain “consistency” and tell why a minimum of 30 members has
been chosen.

A short definition of consistency can be found in Sect. 2.3 of this report. A more
detailed definition and interpretation, drawn from Wilks (2005) is:

“A necessary condition for ensemble consistency is an appropriate degree of ensemble
dispersion. If the ensemble dispersion is consistently too small, then the observation
will often be an outlier in the distribution of ensemble members, implying that ensemble
relative frequency will be a poor approximation to probability. If the ensemble dispersion
is consistently too large, then the observation may too often be in the middle of the
ensemble distribution. The result will again be that ensemble relative frequency will be
a poor approximation to probability. If the ensemble distribution is appropriate, then the
observation may have an equal chance of occurring at any quantile of the distribution
that is estimated by the ensemble”.

With regard to the minimum number of members, which was arbitrarily defined as
30 here, his choice is mainly due to the high availability of initial members (800), for
example with 30 members is reached a level of compression of information equivalent
to 96.25%. It is certain that if the selection task had started with a pool of 50 members,
then the minimum number of members could had been defined as 10, for example.
Moreover, the minimum number of members is just a stopping criterion of selection with
BGS because the number of members to define as optimal should focus on specific
analysis in each basin. Fig. 5 presents an example of such an analysis based on the
number of members.

3.7 p.2751, l.21 & p.2752, l.2-4. Isn’t it a contradiction?

No, line 2 p.2752 possibly could have caused such confusion, which will be rewritten
as follows:
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The member “~yj” corresponds to the one that has the greater impact on the training set
error (i.e. minimise train error the most).

It is important to note that the notation used for the exclusion of “~yj” member of the
ensemble Giter+1 is Giter+1\~yj .

3.8 p.2753, l.12-15 An easier link with the subdivision of the dataset in three subsets
explained in Section 4 should be provided.

As it was discussed in Sect. 2.2, Hudson et al (2011) clearly presents the reasons and
the idea of subdividing the data into three subsets to improve the generalization, in that
case of artificial neural networks. This concept was also applied here in the case of the
BGS.

3.9 p.2754, l.1-2 & l.14-17. Could be also enhanced by the independence between
the EPS members.

You are right. So, the new paragraph will be: However, the variability of each ex-
periment, given by the cross-validation technique and possibly by the independence
between the MEPS members (input in the HEPS studied), increases the probability of
reaching different member selections.

3.10 p.2755, l.4 This should be already announced in Section 3,3 (Fig. 2).

Section 3.3 presents the results of individual scores under two schemes analysed by
Velázquez et al. (2011). These are:

• 16-member ensemble (16 hydrological models are driven by the deterministic
forecast from ECMWF).
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• 800-member ensemble (16 hydrological models are driven by the 50-member
forecast from ECMWF).

Instead, the paragraph in question shows the conceptual treatment of the database to
compare the scores studied in this paper.

3.11 p.2757, l.27 NS should be defined in Section 2 and justified regarding CC.

You are right, to facilitate understanding of the paper, it is also important to introduce in
section 2 all the elements used in the comparison of results. Thus, using the new de-
scription of the CC from line 24 p.2747 (presented below), the elements of comparison
of members’ selection with respect to the 800-member set will be introduced in a new
section 2.7.

2.6 Combined criterion ...
To define an approach that combines the joint evaluation of the features of the proba-
bilistic forecasting (Sect. 2.3 in this report) the following guidelines define the concep-
tualization of Eq. 1 proposed in Brochero et al. (2011a):

CC = w1
CRPSse

CRPSie

+ w2
z1 − IGNSse

z1 − IGNSie

+ w3
RDMSEse

RDMSEie
+ w4

δse
δie

+ w5
z2 −MDCVse

z2 −MDCVie
(1)

• The combination should assign weights to each of the scores as a direct mea-
sure to prioritize some of the characteristics of HEPS in evaluation. Additionally,
these weights, in a general framework, offer the possibility of constructing trade-
off among different objectives known as Pareto fronts (Marler and Arora, 2004).
In our case, weights were used only to give priority to the reliability in the selec-
tion, because Velázquez et al. (2011) showed that this was the most influential
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aspect in the evaluation of the HEPS studied here. For this reason the weight
assigned to the reliability corresponds to twice that of the other factors, which
have a unit weight.

• To establish the main goal of the selection of members under the conservation
of the different scores calculated in the initial ensemble of 800 members (ie sub-
script), and also to put each component on the same scale, we define the normal-
ization of each score in the selected ensemble of members (se subscript) from
the division by the corresponding score in the 800-member set.

• All scores except the MDCV function are oriented to direct minimization. How-
ever the IGNS has the peculiarity of having negative values, making necessary to
establish in the normalization a threshold (z1) to manipulate the duality of having
a positive (or negative) score in the selection and a negative (or positive) score in
the 800-member set. Thus, we establish z1 = −2, since the preliminary analysis
of selection under different scenarios (different catchments and number of mem-
bers to be selected) showed minimum values for this score of about -1.5. With
regard to the MDCV function, the threshold z2 = 1 simply changes the orientation
since the objective is to maximize dispersion, again different scenarios showed
maximum values of about 0.8.

2.7 Elements to compare the performance of members’ selection
Note that the CC could be used to compare the performance of the members’ selection
with respect to the 800-member set. So, in a general framework, if all features of
the ensemble forecast have the same importance, one members’ selection with equal
performance to the 800-member set will lead to a CC equal to 5. Values lower than
5 indicate a selection of higher performance than the base set of 800 members, and
values greater than 5 indicate the detriment of any feature of the 800-member set.
Hereafter this particular condition of unit weights in the CC will be called normalized
sum (NS), this distinction is important to display the priority that can be defined a priori

C2238

to any feature in members’ selection training with BGS. In this way, it is possible to
define a gain index for the scores balance with respect to 5 (Eq. 2).

GNS(%) = 100×
(

5
NS
− 1

)
(2)

It is possible that the NS evaluated in the selected sets with BGS hides undesirable
effects on the balance of the scores, for example to substantially improve a score over
the other(s) score(s). To check this condition, a gain index for each score is also
proposed (Eq. 3). A positive index indicates superior performance of the selected set.
The absolute value in the denominator is needed to assess the performance of IGNS,
which can take positive and negative values.

Gsc(%) = 100× Scoreie − Scorese

|Scoreie|
(3)

3.12 p.2761, Eq.10 & p.2762, Eq. 11 should be defined earlier

See Sect. 3.11 of this report.

3.13 Table 3. The distinction between “deterministic” and “probabilistic” HEPS seems
inappropriate since both are probabilistic.

You are right. The new title for this table will be: Table 3. Performance for the 16-
member ensemble (16 hydrological models are driven by the deterministic forecast
from ECMWF) and the 800-member ensemble (16 hydrological models are driven by
the 50-member forecast from ECMWF).
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3.14 Fig. 2. The hydrograms are difficult to read. Select one. Refer to which forecast
day these graphs correspond.

New figures (designed in colour for easy viewing) are given at the end of this document.

Note: Figure 4 in Brochero et al. (2011a) will be eliminated.

In addition to the interchangeability of members discussion. Figure 6, presented here,
will be added.

The complete captions for the figures below are:

Fig. 1. Selected catchments for the first phase. Each catchment is identified with the
first three digits of each code used in Table 1 in Brochero et al. (2011a).

Fig. 2. HEPS results in the catchment U25 for the lead time 9. Q25, Q50 and Q75
represent the first, second and third quantile. Note that 800-member HEPS scheme
covers the two largest peaks, contrary to 16-member HEPS scheme. Note also the low
dispersion of this second scheme.

Fig. 3. Comparison between the initial ensemble (800 members) and the ensemble
selected (30 members) for the lead time 9. (a) Figure above: observed flow; figure
below: mean CRPS, x-axis indicates day/month. Note the correspondence between
higher observed flows and higher mean CRPS. (b) Figure above: observed flow; figure
below: IGNS. Note that there is no full correspondence between the higher IGNS and
higher observed flow, x-axis indicates day/month. (c) Reliability diagram error (MSE
based on vertical distances between the points). (d) Rank histogram for the 30 selected
members. The horizontal dashed line indicates the frequency (N/d + 1) attained by
a uniform distribution. (e) Occurrences of the employed models in the final solution of
30 members.

Fig. 4. Evolution of the gain index for each score under different optimization schemes
in the basin A7930610 for the lead time 9. A logarithmic scale is used on the x-axis.
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The chosen optimization criterion in the selection is shown at the top of each subfigure.
The lower part of each subfigure indicates the values of the normalized sum (NS) of all
scores with unit weights (Eq. 7) for the number of members shown on the x-axis.

Fig. 5. Evolution of the normalized sum (NS) in terms of gain index for the lead time
9. Logarithmic scale on the x-axis. Normalized sum equal to 5 represents the perfor-
mance of the initial 800-member ensemble. Thin red line represents the normalized
sum under different number of members found with BGS. Symbols for the 200 random
selection experiments: blue vertical line identifies the interquartile range, white circles
represent the median and yellow diamonds correspond to the percentiles 10 and 90.

Fig. 6. Backward Greedy Selection (BGS) and Box-plots in 200 random experiments of
50 members for the lead time 9. (a) Random selection oriented with the frequency ob-
served in the BGS to check the interchangeability in the 800 member-set, (b) Random
selection without any guidance to check the BGS performance.
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(a) HEPS 800−member scheme − 50 perturbed members from ECMWF EPS and 16 hydrological models
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(b) HEPS 16−member scheme − Control run from ECMWF EPS and 16 hydrological models
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Fig. 2. HEPS results in the catchment U25 for the lead time 9.
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M04 − Opt.crit: δ − 800−member → CRPS = 0.160, RD(e−3) = 1.74, δ = 1.6, MDCV = 0.37, IGNS = −0.65

Fig. 3. Comparison between the initial ensemble (800 members) and the ensemble selected
(30 members) for the lead time 9.
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Fig. 4. Evolution of the gain index for each score under different optimization schemes in the
basin A7930610 for the lead time 9.
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Fig. 5. Evolution of the normalized sum (NS) in terms of gain index for the lead time 9.

C2247



A79 B21 B31 H36 J85 K73 M04 O34 Q25 U25
3.5

4.5

5.5

6.5

7.5

8.5

9.5

Catchments

N
or

m
al

iz
ed

 s
um

 

 (a)
BGS Normalized sum (800 members)

A79 B21 B31 H36 J85 K73 M04 O34 Q25 U25
3.5

4.5

5.5

6.5

7.5

8.5

9.5

Catchments

N
or

m
al

iz
ed

 s
um

 

 (b)
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Fig. 6. Backward Greedy Selection (BGS) and Box-plots in 200 random experiments of 50
members for the lead time 9.
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