Dear Referees,

Thank you for your very careful review of our papand for the comments, corrections and
suggestions that ensued. A major revision of thephas been carried out to take all of them
into account. And in the process, we believe thepaas been significantly improved.

In the present “Author Comment”, we first detaietmajor changes that have been made in
the paper to correct the main weaknesses identifiedhe review. We then sequentially
address all of the points raised in each of the ifteractive comments made.

Major changes

1) Scope of the studyThe main message of the paper was consideredaur{Bleferee #1,
#4) and the title of the paper was found misleadDgDi Baldassare, Referee #3). This,
we believe, results partly from an incomplete desion of the scope of the study. The
pond modelling work presented in this paper wasadiout within the context of a wider
study on the Rift Valley Fever, a mosquito-borngedse that affects ruminant herds which
rely mostly on ponds for water in the semi-arid &am zone of northern Senegal. The
dynamics of water height and surface area of thelpdargely determine the dynamics of
mosquito abundance around the ponds. For exai@plexfemales lay their eggs in water,
while Aedeschoose pond mud,e. areas around ponds that are alternately wet and dr
following variations of pond water level. The ambohwater in the ponds and the grazing
areas available around will also influence herdsimeheir decision on where to lead their
animals. The need to develop a simple model wasmekpress a refined description of
the hydrology of the ponds, but rather to be alolesimulate pond water dynamics
accurately enough (i) to subsequently help undedstthe dynamics of mosquito
abundance, and (ii) to better assess changing \aagalability for moving herds. Choice
of modelling options (for example, neglecting outpunoff and assuming constant
evaporation, but giving importance to changes itewaurface area) and appreciation of
simulation results were made with these objectimemind. This aspect was probably not
presented clearly enough in the previous versioth@fpaper. The other important aspect
of the study, on investigating the potentiality cfmote sensing data to support
hydrological modelling in data poor areas, was h@weorrectly identified in the review.
We assume that this initial ambiguity may have plated throughout the paper such that
the work presented was sometimes not quite clearhve substantially changed the text
to correct that, especially by being more spe@ahout our objectives, and clearer about
the approach adopted. The title and the abstram aiso changed to better express the
content of the paper, as suggested by Referegt3#nd Dr Di Baldassare.

“New Title: The potential for remote sensing anddtojogic modelling to assess the
spatio-temporal dynamics of ponds in the Ferlo BegSenegal).”

2) Hydrologic model description.Due to the notations adopted and also becauseeof th
separation of the hydrologic model into a pondniglmodel and a pond emptying model,
the model description was found confusing. As sat|ggeby Referee #1, we now express
the water balance of a pond as a differential egoaand use more appropriate notations.
The description of the hydrologic model, correspngdo section 3.1 of the revised paper
is given belowin extenso

« ...

A daily water balance model is used to predict @y surface and height of temporary
ponds of Barkedji study area. The relation betweater volume, surface and height of a



given pond depends on the 3D shape of that pond. itodelled here by two simple
volume-depth VY-h) and area-depthAth) empirical equations that are described in more
detail in the next paragraph. The general voluroetater balance of a pond is given by:

O = POAD +1Qu (0~ Quu 0]~ L . AD) (1)

The first term isthe contribution from direct rainfall, expressedtlas product of rainfall
P(t) and water body surface ard&). Qin is the runoff volume of inflowsQoy: the runoff
volume of outflows and. the water loss per unit surface area through eafipo and
infiltration. The model was implemented with a gidime step. For the study, each pond
was considered a closed water body, and it wasnas$uo hydrological connexion
between ponds,,: = 0). The formulation proposed by Girard (1975swaed foiQi, (t)
estimation, as it is considered particularly sufi@dstudying small catchments of less than
100-150 kn located in the Sahel region (Dubreuil, 198B)(t) is written as the product
of a runoff coefficientK,), the effective rainfall®s) and the catchment are&.);

Qn (1) =K, R().A (@)

The soil capacity to runoff was supposed unifornerathe study area, and defined by a
constant K, coefficient. The effective rainfall Pg) corresponds to the part of the
precipitation that produces runoi. is calculated as follows:

P.(t) = max[P(t) - G(t),0] ®3)

In Eq. 3,G(t) is a variable which can be interpreted as a btwlesrainfall value over which
runoff can occurG(t) is defined by the difference between its maximuaiue Gnax
corresponding to a dry soil, and an Antecedentipitation Index (ap):

G(t) = max[G e = 14,(1),0] (4)

The Iy Index (Kohler and Linsley, 1951) is a weighted sumtion of past daily
precipitation amounts, used as an indicator of dnsount of water in the soil and
calculated as follows:

lap(t) = [lap(t — 1) + P(t - 1)] . k (5)

wherelg (t — 1)is thel,p index at the time step & 1) k is a dimensionless coefficient
between 0 and 1 expressing the soil moisture deenedh time, andP(t — 1)is the rainfall

at time stept(— 1). Except during important rainfall events, @dbsses in such areas are
known to be mainly due to evaporation (Puech, 19Bding rainfall events, infiltration
could be important only when water level rises abdive clogged area located at the
bottom part of the pond (Diop et al., 2004; Porghet al., 2005). In this study, we
followed Joannes (1986) and Puech (1994) in assyhat water losses can be simply
summarized through a constaht All parameters and variables of the model are
summarized in Table 2. »

Similarly, as pointed out by Referee #4, the volwadepth {/-h) and area-depthA¢h)
empirical equations were misleading as they sugdesinflicting units between variables.
A normalisation factohy = 1 m has been added to ensure units consistealigwing the
comment of Dr Di Baldassare, the description of(thd) and @-h) relations has also been
shortened. The equations used are given below:

« ...

The empirical relation between pond akkand water deptln, and that between pond
volumeV and water depth, are given in Equation 6 and 7 respectively:



At) =S, (@j 6)
hO
B h(t) a+l - _ S) ho
V(t)=V, (—ho j with V, e (7)

whereA(t) is the pond area at time

h(t) is the pond water height at tihe

Sis the water area fdp= 1 m water height in the pond (Table 2),
a is a shape parameter representative of the slafgep(Table 2),
V(t) is the volume of the pond at time

Vpis the volume fohy= 1 m water heighh the pond.

e ?

3) Calibration and validation. In the former version, the model was calibratethgis
Barkedji pond that belongs to the main stream oloR&ver (set 1) and then applied to all
ponds, including those located outside the maigastr (set 2). This was not considered
appropriate as ponds inside and outside the mesamtmay have different hydrological
behaviours. As suggested by Referee #1, two c#bimsawere made: one for the ponds
inside the main stream (set 1) using water heighd dcquired on Barkedji pond in 2001
and another for the ponds outside the main streatn2) using water height measured on
Furdu pond in 2002. The calibrations used dailpfedi recorded in 2001 and 2002 at a
meteorological station located in Barked;ji villagre the new version of the paper, two sets
of parameters have thus been estimated and applteéir respective set of ponds. It must
be pointed out that water height data used fobration were not used for validation.

The calibration method itself was also not expldireearly enough in the previous

version. In fact, no minimization methods were udgede. Instead, we performed a
systematic exploration of the input parameter spgeeh parameter was allowed to vary
with a fixed specified step within a range of vallmsed on published literature. Each of
the 6300 possible combinations were tested ancecha&cording to a calibration criterion.

For the latter, we used the coefficient of effidgnNash and Sutcliffe, 1970) which is

expressed as follows:

S (Xops) = Xow ()
31 (X i) = X)) f

with n = number of observed data

Cr =1-

whereXqps is the observed dat;, is calculated with the model and . is the average

of the observed data. Nash—Sutcliffe efficiencias cange from e to 1. The closer the
coefficient of efficiency is to 1, the more accerétte model is.

Referees #1 and #4 then questioned the pertinehaesing one Quickbird image to
validate pond area simulation. Moreover, it wasalear for Dr Di Baldassare and Referee
#1 which data sets were used respectively for modebration and validation. In the
revised version of the paper, we state that maarkgl. We also explain that the validation
procedure aimed to show that the model behavesfaetorily’ both temporally, on a
limited number of ponds, and spatially, on all guads of the study area, while taking into
account data availability in such data poor ardhs.'satisfactorily’, we refer to the
model’s ability to capture the trends in water levariations, and its applicability to a
large number of ponds in the study area, givenrttemded use of the model as indicated



in (1) above. The validations were thus carried ioutwo steps. First, owater height
internal validation was performed on Barkedji poadd external validations on Furdu,
Mous2 and Mous3 ponds, with 2001 and 2002 wateelleand rain gauge daily
measurements. Then, farater area it must be noted that field measurements were not
available for 2001 and 2002, and that archivedllgaténages for the area (e.g. SPOT)
from which pond area estimation could be retriedetl not possess a spatial resolution
compatible with the size of the smaller ponds. ©hé/ available Very High Resolution
satellite image was the Quickbird image of 2007aryéor which no rain gauge
measurements were available for the study areahEee reasons, we resorted to carry this
validation step using TRMM rain estimation for tiperiod between 01/06/2007 to
31/12/2007 and pond area estimation derived froen2 august 2007 Quickbird image.
This partial validation nevertheless informed ustbe difficulty to use the model with
TRMM rainfall estimates to track surface area clesngf smaller ponds, and this is
discussed with in mind the results of the sensjtianalysis:

“Good correlations were obtained for the pondsdeghe main stream (set 1) and weak
ones for the ponds outside the main stream (seatspgcially those with maximum water
areas less than 4000*mThat could partly be explained by the uncertaiefated to the
watershed delineation and to the pond shape pagesn&ut, regarding the results of the
SA (fig. 8), the analysis shows that those factoase a small influence on outputs,
whereas other factors such as the threshold rwaddile have much more influence. The
model shows that the smallest ponds are empty whig were not supposed to be,
suggesting that th&n,a«x value could be too high for these ponds.”

4) Sensitivity analysisDr Di Baldassare and Referees #1, 3 and 4 hawkaidin attention
on the need to better assess the sensitivity amibeel to the model parameters in order to
improve interpretation of model results. In fadthaugh not presented in the previous
version of the manuscript, a sensitivity analy§ia) had been carried out using the Morris
method (Morris, 1991) as revised by Campolongo &ndddock (1999): “The new
method, in addition to the ‘overall’ sensitivity amures already provided by the traditional
Morris method, offers estimates of the two-factoteraction effects.” The SA allowed
assessing the relative influence of input paramseter a selection of model outputs that
were considered pertinent for their subsequenirus@osquito abundance estimation. The
three model outputs included in the analysis werdodows: (1) the cumulated water
height, (2) the maximum water height and (3) theuo@nce of the first peak in water
height. The SA has now been included in the palpewas found that sensitivity to
catchment surface ared. was lower, whereas sensitivity to parameters lires in
effective rainfall calculation was higheBax k). The new elements have been included in
the discussions part, where the model parametatsiéed to be more accurately estimated
on the field are pointed out.



Monitoring temporary ponds dynamics in arid areas wth remote sensing and spatial
modelling

(New title): The potential for remote sensing and ydrologic modelling to assess the
spatio-temporal dynamics of ponds in the Ferlo Regn (Senegal).

Referee 1: Anonymous

General comment:
In this paper, the ability of remote sensing infation, to be used in the modelling of the
spatio-temporal dynamics of ponds in Senegal isahstnated. First, the hydraulics of the
ponds are characterized in terms of water levdhsararea relations. Then, two experiments
are conducted consisting of a calibration attemiph \w-situ rainfall and remotely sensed
TRMM rainfall. This paper is interesting since mgethodology opens up potential to further
hydrological modelling in remote and data scarceaar Below | first briefly give th
evaluation criteria of HESS and then give detadechments.

Scientific significance: Good

Scientific quality: Poor, there is potential for provement, but this requires a lot of wark
from the authors.

Presentation quality: Fair, also requires quite esevork.
| have quite some comments which culminate to remendation for an extensive revision
and another review round before publication carctnesidered. Please, find my comments
below:

D

Thank you for your detailed comments on our work.pkesented in the previous pages, your
comments have helped us to carry out a major avisi the paper in order to improve (i) the
presentation of the scope of the study, (ii) thecdption of the water balance model, (iii) the
calibration and validation phases, and to includg g sensitivity analysis. In the following,
we also reply to each of your comments below.

a) My first comment is that the hydrological belwawvi of the in-stream pond and outsijie-
stream ponds is significantly different (correatlyserved by the authors) but that calibration
is performed on the in-stream pond and then vadidabn the outside-stream ponds whijch
have a significantly different hydrological behawio This seems to be invalid and even if
validation seems to give good results, this cowddtte right answer for the wrong reason
(also related to my second comment). | would receminto at least also perform|a
calibration on the direct rainfall dominated poiaisl validate on a number of (you have 98 of
them!!) similar ponds.

We fully agree with this comment and following yoecommendations we have now carried
separate calibrations for the two sets of pondsti(se 3.3). A calibration was made for the
ponds inside the main stream (set 1) using watghhelata acquired on Barkedji pond in
2001 and another for the ponds outside the magastr(set 2) using water height measured
on Furdu pond in 2002. Both calibrations used geinge data recorded at a meteorological
station located at the village of Barkedji. Theilwa@tion gave separate sets of parameters
which were applied to the two sets of ponds resgagt One direct consequence was that
overall, better Nash coefficients were obtainedhwseparate calibrations than when a
common calibration was made for the two sets ofdson



b) Another important issue is that the sensitiatythe parameters of the hydrological model
is not tested. Therefore, | cannot judge whetherctilibrated set of parameters is in any way
meaningful. My suggestion is to perform a senditianalysis where the identifiability of
parameters gets across (for instance a GLUE asal{@e e.g. Beven 2006 and referred
papers).K.J. Beven (2006), A manifesto for the feoglity thesis, J. Hydrol., 320, 18-36.

Although not presented in the first version of thanuscript, a sensitivity analysis (SA) had

in fact been carried out. It used the Morris metfMdrris, 1991) as revised by Campolongo

and Braddock (1999). The SA allowed assessingdla¢ive influence of input parameters on

a selection of model outputs that were consideredirgnt for their subsequent use in

mosquito abundance estimation. The three modelutaiipcluded in the analysis were: (1)

the cumulated water height, (2) the maximum wagglit and (3) the occurrence of the first

peak in water height. The SA has now been includethe paper. The new elements it

brought are discussed, and the model parametdredhd to be more accurately estimated on
the field are pointed out.

c) The validation on 71 ponds (p.117). This doet hmve a lot of meaning to me if the
temporal variability in extent of the ponds is uolm. For instance if the ponds would have
the same size all over the year, then it is easgeiba RMSE, representing the spatial
variability, of almost zero. The authors shouldifeaway to validate the temporal behaviour

In the revised version of the paper, we try to beranspecific about the purpose of the
validation procedure, which is to show that the sldmehaves ‘satisfactorily’ both temporally
and spatially. Given data scarcity in such areas{racked temporal behaviour of the model
on only a limited number of ponds, and spatial b&ha, on all the ponds of the study area
but on only one date.

d) The paper in general is in many places unciRaase find detailed comments below:

Title: The main purpose of the paper to me seemsrtbdelling (rather than monitoring) pf

temporary ponds dynamics. | would change theaitieordingly.

O

The title has now been changed into: “The poterfoal remote sensing and hydrologic
modelling to assess the spatio-temporal dynamig®odls in the Ferlo Region (Senegal).”

Abstract: | have the feeling that the main messadges not get across very well. In my
opinion, the interesting new part about this papdhat 2 experiments are conducted: fjrst
calibration with in-situ rainfall, then calibratiomith remotely sensed rainfall to see what the
capabilities of remote sensing rainfall in calibyatare.

In a way to better explain the main message osthdy, we give a more complete description
of the scope of the study in the abstract and énititroduction. The pond modelling work
presented in this paper was carried out withincii@ext of a wider study on the Rift Valley
Fever, a mosquito-borne disease that affects rurhim@rds which rely mostly on ponds for
water in the semi-arid Sahelian zone of northemme8al. The need to develop a simple model
was not to express a refined description of thedlgdy of the ponds, but rather to be able to
simulate pond water dynamics accurately enougho(i}ubsequently help understand the
dynamics of mosquito abundance, and (ii) to bedgess changing water availability for
moving herds. Choice of modelling options (for exéen neglecting output runoff and
assuming constant evaporation, but giving imposatocchanges in water surface area) and
appreciation of simulation results were made wihibse objectives in mind. This aspect was
probably not presented clearly enough in the pres/iersion of the paper. Its relation to the



other important aspect of the study, on investigathe potentiality of remote sensing data to
support hydrological modelling in data poor aresslso more clearly stated.

Furthermore, could you clarify whether the validatwith Quickbird imagery was done for
both experiments or not? Does the ‘pond map’ canteater surfaces for all ponds at ane
moment in time?

The validation with Quickbird imagery was done samulations using TRMM rainfall. For
pond surface validation, it must be noted thatfimeasurements were not available for 2001
and 2002, and that archived satellite images feratea (e.g. SPOT) from which pond area
estimation could be retrieved did not possess aaspasolution compatible with the size of
the smaller ponds. The only available Very High dkatson satellite image was the Quickbird
image of 2007, year for which no rain gauge measangs were available for the study area.
For these reasons, we resorted to carry this waiatep using TRMM rain estimation for
the period between 01/06/2007 to 31/12/2007 andl @wea estimation derived from the 20
august 2007 Quickbird image. This partial validatioevertheless informed us on the
difficulty to use the model with TRMM rainfall estates to track surface area changes of
smaller ponds, and this is discussed with in miredresults of the sensitivity analysis.

p.105, L. 7 “inventory” ! “characterize”

“inventory” was replaced by “characterize”

p. 105, L. 10. | recommend a reference to the Walg interesting paper. That uses remotely
sensed water surfaces to calibrate a hydrologicalem

J. R. Liebe, N. van de Giesen, M. Andreini, M. Tak#r, and T. S. Steenhuis (200D),
Determining watershed response in data poor enwiemits with remotely sensed small
reservoirs as runoff gauges, Water Resour. Res\W8%3410, doi:10.1029/2008WR007369

Thank you very much for bringing to our attentidve tworks of Dr Liebe et al. They have
been cited at different places in the introductimigive a more complete overview of past and
present efforts in hydrological modelling that usa®ote sensing in data poor areas.

| p.105, L.21 “was” ! “is” |
“was” was replaced by “is”

| p.106, L.6, something is missing; and p.106, LU&ES™! “use”: |

The sentence contained in lines 6 and 7 has beeorded: “In order to access additional
temporal information on pond dynamics, hydrologiodels have been developed at the pond
scale (Desconnets, 1994; Desconnets et al., 199rtinvRosales and Leduc, 2003).
Applications at a regional scale to monitor statedaily water bodies have also been tested
with success.”

| p.106, L.9: these relations are purely mathematical |

“Volume-Depth-Area hydrologic mathematical relagbrwas replaced by “Volume-Depth-
Area mathematical relations”

p.106, L.14: “Difficulty to generalize™! “difficuly generalizing”
p.106, L.25: relatively simple: relative to what?

The introduction has changed such that “Difficuttygeneralize” and “relatively simple” are



absent.

p.107.L.1. Why were extensive flood events omitted?

Extensive flood events are very unusual in thah.aféey are also quite difficult to model,
and incompatible with the simplicity of model.

| p.107.L.13 “Ferlo River” |

The word “River” has been added after “Ferlo”.

| p.107.L.26: Add the word “event” |

“event” was added in the sentence, after “preaijmn”.

| p.108 L17: Why was the 2001 data of Barkediji natd?s |

In the section 2 “Data description”, we explain wthg 2001 field data for Barkedji pond was

not used. “For Barkediji, the water level readings the first season (2001) were

unexploitable due to a technical problem (displaeseinof the meter) that was not detected
and corrected early enough. Therefore, only watgght data collected during the 2002 rainy
season were used.”

p.109. L.1. A lot of details are missing. The pondps were not extracted is my guess. They
were post-processed from the raw imagery. Pleagkiexhow this was done. I'm not sure
how you can extract a pond catchment area fronsw@alimage. This is usually done with a
DEM. How was the maximum surface area derived??

The pond maps were derived from Quickbird sateliitages by thresholding a water index
computed from two of their wavebands (green and mmdeared). In this study, we used the
Normalized Difference Water index (NDWI; Mc Feetet996) which is known to be suited
for the extraction of water bodies (Soti et al.02D The index is calculated as the difference
between the green and the near infrared bandsy@naklised by their sum.

One of the main input parameters of the modelaspibnd catchment arég. This parameter
was estimated differently for ponds of sets 1 anBid ponds inside the main stream (set 1)
which are larger, the catchment areas (with slageso 8%) could be reconstructed from
ASTER DEM data. However for ponds outside the nstheam (set 2), where ponds are
generally much smaller, slopes were too plat taétected in available DEM. Therefore, for
this set of ponds, we empirically estimated thelwaient area of a given pondraimes the
maximum water surface area of that pondheing an integer, obtained during the calibration
phase as a constant value for all ponds of seh&.maximum surface area of ponds were
read directly from the pond map corresponding &Abgust 4, 2005 Quickbird image. That
image was acquired at the peak of a higher thamalorainfall season, when ponds were
expected to be at their maximum.

p.110. L.1 Start by giving the water balance equmatif the pond, for instance:

% = P(Y)A(t) + K, P,(t) A, — LA(t)) (1)

It seems to me that a flux is missing. Outflow fréime pond by the surface. In the riverine
ponds, this may be very important.




All of the suggestions for improving the presematof the water balance equation have been
taken into account. The new version is giuerxtensabove. Please refer to Major Changes
(2: Hydrologic model description).

dv

el PE)A(t) +[Q; () = Qo (D] — L . At) (a)
The outflow termQ,,; is now present in the water balance equation. Hewegwonds were
assumed to be unconnected, such that the outflonstevere neglected. This approximation
is justified by the simplicity of the model and itdended use, but also by the difficulty of
modelling pond interconnection, both conceptuallyd because of lack of data.

The symbolAV for runoff is confusing as it is usually reseried a change in Volume.

A suggests a change in something.The symbol Q is smnmon for runoff. Eq.1 is also not
the equation for ‘the runoff value’ but an equatfonthe inflow. Please change accordingly.
Also ER cannot be a symbol as it mathematically me&*R’. You could use Pe (e as
subscript) for effective rainfall.

Qn (1) =K, R().A (b)

Q is now used for inflow. ER has been replacedPby

Eq.1. | recommend writing the differential equatiostead of its solution (Euler explicit). $o
please write (for instance)

f = PI)A®) + K, P, () A, @)

The water balance equation is now written in thenfof a differential equation (see equation
(a) and (b) above).

eg. 3 Write with a max operator:
M (t) = maxM (0) = la(t).,0] 3

Is this really correct, should it not mi/dt = lap(t) ? Why not simply use a soil moisture
state to cater for antecedent conditions?

G(t) = maX[Gmax - |ap(t),0] (C)

As suggested, we now use the max operator notdtowever, in the previous version, the
meaning ofM was not clearly given (“... time dependent soil e variable”) and was
inevitably mistaken for moisture. In the new versiove use variabl& instead ofM, and
define it unambiguously: “In Eq. &(t) is a variable which can be interpreted as a Hulds
rainfall value over which runoff can occug(t) is defined by the difference between its
maximum valueGnax corresponding to a dry soil, and an Antecedentipitation Index

(ap).”

p. 111, L.6: “API has no regional meaning”. Butldes!! It is a measure for memory of the
catchment which can vary considerably as a funafasiope, soil moisture capacity, etc




By “API has no regional meaning”, we meant thatAastil et al. (2004) pointed out, API
(now, ) is spatially variable and cannot be transposédden sites, even within the same
region. We have now removed the expression “regiorganing” and have been more direct
in our explanation: “Because of the high spatialateon of the precipitation, thigg(t) index

is also spatially variable within the Sahel andsash, cannot be compared between sites”.

p. 111, L.9: “lower values for Sahelian regions”pain why. My guess is there is a higher
evaporation potential which causes dryer conditenms thus in general lower APIs.

Yes, that is right. In the text, we added an exgii@mm on whyk is lower in the Sahelian

region as follows: “Thé& parameter generally ranges between 0.80 and Bl&§gen, 2001)

but takes lower values for the Sahelian region g@ir 1975) because of a high
evapotranspiration potential (around 250 mm pertjon

p.112 eq. 6: It is not clear with respect to wiedieérence leveldshould be given.

The reference level for water height in a pondis fowest point of that pond. This was not
given in the previous version. It has now been ddde

| p.113. L-2-3: Omit “for one pond: : :.between A drid |

Sentence was omitted.

| p. 113 L. 17: Omit which software was used. |

Software name was omitted from the text.

| p. 114, L. 5: eq. 9, isincorrect. should be sdrimet like 1 -6ops/cal! © obs |

Yes, the Nash-Sutcliffe equation was correcteHlgvis:

S (Xopsi) = Xew ()
31 (X i) = X)) f

wheren = number of observed dabg,,sis the observed datX;, is calculated with the model

and X, is the average of the observed data.

Cer =1- (d)

p.114, L.5 : What data was used for Vobs? Thereewr observations available for this
variable so how can it be used for calibration? Whiyuse h? In the figures, A is given. I'm
confused:

Our choice of notations and of the variable to le#t@d in figure 6 was not appropriate. Water
height data were in fact used for validation. Tise wfV in the definition of the Nash-
Sutcliffe coefficient was confusing and has therefbeen replaced b)Y (see also Major
changes (3: Calibration and validation)). In Figéref the previous version, although not
measured, ‘observed’ pond surface ar&pdqould be plotted because they were calculated
from measured heights using tl#eh relationship. But we agree that this may also be
confusing. Therefore in Figure 6 we now compareewdéiight measurements with water
height simulations using rain gauge and TRMM rdirdfata as input to the model.



p.114, L.18: “realistic range based on scientifiowledge”. What knowledge? This is not| at
all supported, at least a reference should be givéinis knowledge or the evidence should be
given here.

We have replaced “on scientific knowledge” by “ambpshed literature as given in table 2”.
All references are listed in the “reference colurnmtable 2.

p. 115 eq.10: Why was this radius calculated?? -B. &e not clear to me. What is the
‘negative buffer radius’.

The description of the link with the GIS and thécatation of a radius were to explain how to
represent the comparison between a simulated parigce area and the pond surface area
observed in the satellite image. The observed ponidce areas are represented by polygons
in the GIS. The simulated pond surface areas dddamwere generally less than the observed
ones. To represent the simulated pond surface wesapplied a buffer to the observed pond
polygons to trim them to the required (simulatedgtface area. Pond ‘radius’ calculation was
necessary for obtaining the thickness of the butidse applied for each pond. We agree that
the explanations were not clear enough, nor weey fhlaced at the appropriate place.
Therefore, they have been removed in the new vergioshort explanation was however
added in the Figure 7b legend.

p.115 I. 11. Nash and RMSE describe in fact theeseamiability. The only difference is that
Nash scales the errors over the variance of thereatsons. Please omit one of the two. If you
refer here to eq.9, then please describe eq. 8rirrgl terms (not for volume specifically).

The Nash-Sutcliffe coefficient is normally used wheomparing simulations of a
hydrological model, against time series measuresndifitis coefficient was therefore used as
the criterion for evaluating pond water height dations for the 2001 and 2002 rainy
seasons. However, for pond area simulation, evaluavas done for only one date (20
August 2007: Quickbird image acquisition date) fmnt98 ponds. For such an evaluation the
RMSE is more commonly prescribed. In equation 9 cWwhdefines the Nash-Sutcliffe
coefficient, the notation has been change€dréplaced byX) to express the definition in
general terms. Please refer to Major changes (Riragon and validation) and equation (d)
above.

p.116. I'm wondering: if the GPS survey is so detii why then do you need the power
laws?

Detailed DEM / bathymetry were available only faotponds: Niaka and Furdu. They were
obtained during ground surveys using a Theodobtel tstation. Niaka is a larger pond
belonging to set 1, and Furdu, a smaller one, lgghgnto set 2. The power laws have been
used to summarize the shape of any pond into twanpetersS, and a. Then, the detailed
DEM of Niaka and Furdu were used to estimate the parameters for each set of ponds,
assuming that Niaka is representative of set 1Famdu of set 2. In this way, the model could
be applied to all the ponds for which a detailedDEbathymetry were not available.

p.116. L.13: How was calibration performed? MangalAs mentioned in my comments] |
cannot judge the identifiability of any parametalue here. This needs additional work.

The calibration method itself was not given in ffrevious version. As the model requires
only limited computing power, it was not found nesa&ry to use any dedicated error function
minimisation methods (Simplex, Powell,...). Instead simply scanned the whole parameter



space with a fixed step for each parameter, retgirthe set of parameter values that
maximized a chosen ‘quality’ criterion. For thate &lso used the Nash-Sutcliffe coefficient.
The table below shows the model parameters on whelealibration was carried out and the
corresponding range of values explored. In the wesgion, Section 3.4 (Model calibration)

has been changed to include the description ofdhbration method and the table containing
the calibration experimental plan.

Table I: Calibration experimental plan

Parameter Min Max Step Nb
Kr 0.17 0.23 0.01 7
Gmax(Mmm/day) 13 15 1 3

k 0.4 0.6 0.1 3

L (mm/day) 12 16 1 5

n 1 20 1 20

Total run: 6300

Table 1. mention the months as well as years afiiaitmpn. replace ‘extracted’ by ‘derived
the water level data is missing!!

Complete dates of data acquisition periods are gigen in Table 1.

“extracted” was replaced by “derived”. Water heiglstta was present in the former table.
However, the horizontal line that separates TRMIAfedl data and water height data was
missing. This may explain the confusion, and hanlm®rrected.

Table 2. Units are not clear everywhere. Rainfal flux and thus effective rainfall cannot |be
a state variable and should have a unit L/T (erg/lm). The range of values (0<P<0.045) ¢can
therefore not be interpreted.

In Table 2 of the previous version, the values wgven having in mind a daily time step. In
the new version below, non state variables hava bemoved and appropriate units have
been included.

Table Il: Parameters and variables of the hydralpgind model

Abbreviation

Value/Range of

. Unit Reference
values /equation

Parameters and variables

Input variables

P Rainfall 0<P<45 mm/day Field survey
State variables
\Y; Pond volume Eq.1 fn
A Pond surface area Eq.6 m
h Pond water height Eq.7 m
Parameters
A Catchment area 0 -150 km (Dubreuil, 1986)
K: Runoff coefficient 0.15-0.40 - (Girard, 1975)
a Water body shape factor 1-3 (FAO, 1996; Puech



and Ousmane, 1998)

Depending on the ) (D'At de Saint Foulc

S Water body scale factor water bodies m et al., 1986)
Rainfall threshold value to
Grmax start runoff in dry soils 10-20 mm/day  (FAO, 1996)
L Water losses per day 5-20 mm/da Z'gg)m and Puech,

Dimensionless coefficient

k expressing the soil moisture 0-1 - (Heggen, 2001)
decrease in time
Number of times the

n catchment area of a small 1-20 i See calibration
pond is larger than the

maximum pond surface area

Fig. 1. Please indicate position of level gaugasraim gauges.

Geographic positions of water level gauges andgauges have been added in Figure 1.

is

Fig. 2. A flux is missing. What about outflow frothe pond? In the riverine ponds this
likely to be very important!

A pond outflow has been added in Figure 2, althahghterm has been ignored in the present
model. As explained above, the ponds were assumszhanected. This assumption is thought
to be valid most of the time except during heavinfedl events. Such interconnections
between ponds remain quite difficult to model, anden the proposed use of the model
(ponds as mosquito breeding sites and water resdardranshumant herds), their inclusion
in the model was not a priori justified.

| Fig. 3. The amount of significant numbers is far karge.

Significant numbers displayed in Figure 3 have breeinced.

Fig. 5 and 6. Legends are different. The variaglesn on the y-axis are different from what
is described in the caption.

This has been corrected. Only water height sinadatand observations are now compared in
Figures 5 and 6.



Referee 2: G. Di Baldassarre

GENERAL COMMENTS The manuscript by Soti et al. gnets hydrological modelling af
ponds in the Ferlo Valley (Senegal). | found theepainteresting as it investigates the
potentiality of remote sensing data to support bladjical modelling in data poor areas.
However, the presentation of the work should berawpd and some additional work |is
required. | report a list of specific comments thladuld be addressed.

Thank you for your detailed comments on our wotkey have helped us to carry out a major
revision of the paper that aims at improving (& firesentation of the scope of the study, (ii)
the description of the water balance model, (h talibration and validation phases, and
introduces (iv) a sensitivity analysis. These mapbanges are presented above, at the
beginning of the ‘Author Comment’. We hereby rephore specifically to each of your
comments.

1) Abstract & Title: Abstract and title did not pide a clear indication of the main research
guestions or the original/innovative contributiohtbis paper. | recommend the authors to
make these essential points more understandablenylropinion, the paper is more on
modelling and testing the utility of remote sensilaga than monitoring.

The abstract has been rewritten to take into adcthen major revision of the paper, and
particularly the improved presentation of the scagbpehe study. The title has also been
changed to focus on modelling and remote sensihgreas “monitoring” has been removed:
“The potential for remote sensing and hydrologicdelbng to assess the spatio-temporal
dynamics of ponds in the Ferlo Region (Senegal)”.

2) P.105 L 10-16: It might be worth mentioning theong inverse relationship between
spatial resolution and revisit time. Also, the auth might add some reference to ESA
(European Space Agency) products such as ERS-2 8AR ENVISAT-ASAR WSM
imagery that have been recently proved to be veejuliin flood monitoring (e.g. Schumann
et al., Reviews of Geophysics, 2009).

The introduction has been modified to include refees on the use of radar images for
inventorying water bodies, and also to explain that follow-up of small ponds using high
resolution images cannot be done with a daily tsteg. The corresponding paragraph is now
as follows: “Recently, it was shown that the newegation of high and very high spatial
resolution remote sensing data (Landsat ETM+, SP&itbQuickbird images) is suitable for
the detailed mapping of temporary water bodieslatal scale (Lacaux et al., 2007; Liebe et
al., 2005; Soti et al., 2009). The potential of aradatellite images (Annor et al., 2009;
Schumann et al., 2009) for water body inventoryehal¢o been improved, with the advantage
of being independent of cloud cover (Herold et 2004; Horritt et al., 2001). Thus, an
efficient and simple method to study the spatialaiyics of temporary ponds would consist
in mapping the ponds using satellite images acquatedifferent dates (Lacaux et al., 2007,
Tourre et al., 2008). However, a daily follow-upnist possible with this approach, given the
strong inverse relationship between spatial regoiidnd revisit time.”

3) P.105 L.16-19: This sentence should be refortedldt sounds as a general statement, but
then a specific result, obtained for a specifiaargis reported.

The sentence has been reformulated as follows: éNlegless, in the Sahel region, the spatial
resolution of those sensors is inappropriate fenidlying water bodies with a surface area
less than 170 000 m2 (Soti et al., 2009), whidhéscase for most of the ponds there”.



4) P.109 L 5-7: It is not clear why this image =ed for evaluating the maximum surfgce
area. The paper should state here what is reporigd 14 line 9.

For ponds outside the main stream (set 2), whepeslare too plat to be detected in available
DEM, catchment areas were empirically estimated tames the maximum water surface area
of that pond;n being an integer and obtained through calibratiorthe previous versiom,

the catchment/pond surface area ratio, was set tor @he radius ratio to 3). Following
comments by several Referees we have removed thigrasy parameter setting, and
estimated it during the calibration phase (a valtid0 was then obtained). The maximum
surface area of ponds were obtained with the poayl corresponding to the August, 2005
Quickbird image. That image was acquired at thd péa higher than normal rainfall season,
when ponds were expected to be at their maximunthénpart describing pond maps, we
have now added for what purpose the maximum ponfédicsiareas were derived from the
2005 Quickbird satellite image.

| 5) P.109 L. 14: The authors should explain whay #wactly mean by "usual events".

In the former version, we wanted to express thatrtre exceptional rainfall events which
cause flooding (and ponds to temporarily mergerdutine event) were not taken into account
in the model. This sentence has been removed ingeversion.

6) P.110 L. 9: The balance equation is not entiddgar to me. This is partly due to the
notation (see other comments below).

The presentation of the water balance model hasfisigntly changed. In particular, it is now
given as a differential equation, without sepagatih into a ‘pond filling’ and a ‘pond
emptying’ model. Wherever necessary, more apprpnetations have also been used.
Please refer to Major changes (2: Hydrologic maldsicription) above.

7) P.111-113: This part should be revised. Suiilg,not clear why the description of trivial
volume-depth relationships is longer than the deson of the hydrological model.

The hydrological model presentation has been reemrito be more complete, and the
description of the volume-area depth relationshigs been restrained to how they have been
employed in this study.

8) P.114 L.11-20: | could not understand how thelehavas calibrated. Did the authors use
the volume, the area or the water depths? Is Vbbsobserved pond volume? Are there
observations of pond volume? Why does Figure 5 thletarea? And why figure’s caption
states water heights?

The calibration method was not described in th&ipts version. As the model requires only
limited computing power, it was not found necessaryuse any dedicated error function
minimisation methods (Simplex, Powell, ...). Insteae simply scanned the whole parameter
space with a fixed step for each parameter, retgirthe set of parameter values that
maximized a chosen ‘quality’ criterion. For thate wlso used the Nash-Sutcliffe coefficient.
The Table | above gives the model parameters ochwtie calibration was carried out and
the corresponding range of values explored. In rleev version, Section 3.4 (Model
calibration) has been changed to include the dasmni of the calibration method and the
table containing the calibration experimental p(@able 1). The calibration was carried out
using only water height measurements, and no pohdane observations were available. The
Vops Notation used in the definition of the Nash-Stftelcoefficient was confusing. In the new



version, we us& instead olV to keep the definition of the coefficient genetalt applied it
usingh during the calibration phase. In Figures 5 andry water height measurements and
simulations are now compared.

9) P.114 L. 6-7: Is this arbitrary (and rather dioesble) assumption plausible? And is it
actually necessary?

In available DEM, it was not possible to extradicbanent areas of the ponds outside the main
stream (set 2). These ponds are smaller than thdke main stream, and the slopes in their
catchment areas are almost plat. In the model,cdttehment area of such a pond was
empirically estimated as times the maximum water surface area of that pargking an
integer. In the previous version, the catchment/pond surface area ratio, was s&t(¢o the
radius ratio to 3), arbitrarily, without anymoresiification than being plausible according to
‘expert knowledge’. However, following comments Isgveral Referees we have now
removed this arbitrary parameter setting, and ed&chit as one more input parameter during
the calibration phase (a value of= 10 was then obtained). The assumption of a €mpl
relation between catchment area and maximum pogal far small ponds was necessary as
we did not have any other means to estimate catthanea. In the sensitivity analysis, it was
found, however, that sensitivity to catchment stefarea4.) was lower, suggesting that this
simplification may not be too penalizing.

10) P.113-116: Perhaps, | have missed somethioguld not understand exactly how the
parameters were estimated, calibrated, evaluaédidated and then used for different ponds.

We agree that the calibration and validation phasae not clearly described in the previous
version. Also, following a comment from Refereatlyas suggested that separate calibration
should be carried out for ponds of set 1 and séefh2se changes to the calibration and
validation phases are described at the beginningeofAuthor Comment’ (Major changes (3:
Calibration and validation) above. The main lines summarized hereby:

Two calibrations were made following the method ctiéed in the response to

comment #8 above, one using water height data @etjoin Barkedji pond in 2001

for ponds of set 1, and another using water heigddsured on Furdu pond in 2002
for ponds of set 2. Both calibrations used gaug#ath measurements.

Table Il below shows the parameter values resyftiom the calibration:

Parameters Barkediji (set 1) Furdu (set 2)
K 0.21 0.19
Gmax(mm/day) 15 15
k 0.4 0.5
L (mm/day) 15 12
n - 10
Nash coef. 0.82 0.87

These parameters were used to run the model fathallponds of each set. The
catchment area of each pond was obtained diffgrelefbending on the set of pond it
belongs to. For ponds of set 1, catchment areas whatained from ASTER DEM,
whereas for ponds of set 2, catchment areas wéreagsd asn times the maximum
pond surface, as observed on the Auglist2005 Quickbird image. That image was
acquired at the peak of a higher than normal rhirs@ason, when ponds were
expected to be at their maximum.

The validation was carried out with data not uedccalibration. Given data scarcity



in such areas, the temporal behaviour of the meds validated using measured
water heights on only a limited number of pondsrkBdji, Furdu, Mous2 and Mous3

ponds), and spatial behaviour, on all the pondd@ftudy area but on only one date,
using pond area as observed in th& adgust 2007 Quickbird image. For temporal
behaviour, rain gauge measurements of 2001 and 2@02 used, but for 2007, no

rain gauge measurements were available. We theredsorted to carry this pond area
part of the validation using TRMM rain estimatiar the period between 01/06/2007
to 31/12/2007.

| 11) Eq.10: | think that the formula is not needed

Equation 10 has been removed from the text which aveyhow changed to take into account
other comments on model calibration.

12) P.117 L.16-18: The paper should state how thiekBird image was processed to derjve
lake extent areas. Please note that differenttsesah be obtained using different procedures
(e.g. Di Baldassatrre et al., Journal of HydroldZf309).

Pond extent areas were derived from Quickbird &t@inages by thresholding a water index
computed from two of their wavebands (green and iméa@ared). The water index used is the
Normalized Difference Water index (NDWI; Mc Feetet996) which is known to be suited
for the extraction of water bodies (Soti et al.02D The index is calculated as the difference
between the green and the near infrared bandspamdalised by their sum. This has been
added in the “Materials and methods / Pond mapstise and the suggested reference is
cited in the introduction.

13) P.117 L.18-20: It is not clear to me what tygecorrelation measure was used by the
authors. The scientific literature provides manyfg@enance measures to compare observed
areas to simulated areas (e.g. Horritt et al., Blpdjical Processes, 2007), none of them seem
to be used here.

Unlike in the suggested reference, we comparedlatedipond areas to those observed in a
very high resolution satellite image, only for aegte, but for 98 ponds. The most commonly
used model performance measures were then usedERIMER2.

14) Discussion & Conclusions: Given the way howdjoo poor outcomes are presented, they
seem to be the result of fortunate or unfortunaieaidences. This is mainly due to the lack
of a sensitivity analysis, as pointed out by theoAymous Reviewer. Also, why the 2001
results are not showed? | do not understand trdetmy to present only good results. In fact,
| do not believe that nowadays the hydrological camity reads HESS only to see how well
a model developed 35 years ago fits observed daaspecific test site. | would recommend
focussing more on the poor results. For instartamjght be interesting to know why the use
of TRMM data for the 2001 event led to poor results

The “Discussion and Conclusions” has significamifyanged following the “Major changes”
(1-4) described above. In particular, the scopthefstudy has been described more explicitly,
a sensitivity analysis has been included, and #ibration was carried out separately for
ponds of set 1 and set 2. These changes have tedchange the discussion of the results and
the conclusions drawn from them.

Water level measurements were made during the re@agons of 2001 and 2002 in four



ponds (Barkedji, Furdu, Mous2 and Mous3). The fastd belongs to set 1 and the others to
set 2. The initial setup was to use 2001 readingsatibrate a model and use 2002 data to
validate it. This is what was done for ponds of 2etcalibration using Furdu-2001 and
validation on Furdu-2002, and both years of Mous@ ®lous3. However, for Barkediji, the
readings of 2001 could not be used, because oftarrpesitioning problem that was not
detected and corrected early enough. This exptamatas not given in the previous version,
and has been added. Table IV below gives the Nasfii@ents obtained during validation.
Coefficients for internal validation (validation @gst data used for calibration) are given in
italic.

Table IV: Nash coefficients for comparing waterdigisimulations and measurements
(In italic: values obtained when measurements vaése used for calibration)

Pond Max Rainfall data from Rainfall data from
name area (nf) gauge TRMM

2001- 2001-

2002 2001 2002 2002 2001 2002
Barkedji 336211 - - 0.82 0.66
Furdu 10005 0.87 0.87 0.83 061 0.39 0.73
Mous 2 500 0.70 0.67 0.66 0.30 0.06 0.42
Mous 3 3340 0.83 0.84 0.73 0.40 0.06 0.55

We have chosen to adapt that model (which happebe bId) because it was developed for
regions with less than 750 mm annual rainfall (FA@96), and it requires few input data and
minimal parameterisation. Our objective was notleéwelop a new better model, but to adapt
one which would allow us to better study mosquitd &erd dynamics around these ponds.
This was not clearly stated in the previous versiod has now been added.

In the Discussion, ‘bad’ results are also discustikd for instance: “The simulations using
TRMM rainfall data are acceptable for the rainyssea2002 for Furdu pond (Nash=0.73),
Barkedji (Nash=0.66) but very poor for the rainpsen 2001. This difference may be due to
an important rainfall underestimation by TRMM, esipdy for the year 2001 (-100 mm
recorded by TRMM compared with the gauge) and rdigsén events due to rain spatial
heterogeneity that characterize the Sahel regidire(al., 2005). At the rain-event scale, over
an area corresponding to a square degree, D’Anmrattd_abel (1998) have estimated that on
average, 26% of the surface area do not receive Taie rain events missed by the satellite
have important impact on water height estimatiomd particularly during the filling phase
(see Fig. 6) which determine the maximum volumedheaf pond for one rainy season. As
shown in the sensitivity analysis, the model issgere to k and Gax which are used in the
calculation of inflow runoff. This could explaindhless rain or missed events could have
important consequence on the water height simuistio

15) |1 do believe that this paper should say moutthe added value of remote sensing data
in data scarce areas.

The scope of the study is now more explicitly statethe abstract and the introduction. More
references to remote sensing studies were addethamdmportance for data poor areas has
been highlighted.



16) The English should be improved as well; I worddommend double checking the text
before re-submission and ask a native speakeotf pgad the manuscript.

The “Author Comment” has been checked and correfcieBnglish. The same is being done
for the manuscript.

17) In my opinion, the use of the personal formg™and "our") is redundant. Personally
do not like the expressions as "in our study acedhe rather informal "as we can see".

Most of the personal forms have been removed froartext.



Referee 3: Anonymous

1) General comment : Content/subject/title
The paper investigates the potential for an apprazambining remote sensing of bath
rainfall and surface water and hydrological modellio assess the spatio-temporal variability
of ponds in the Ferlo region (Senegal). The stmectof the manuscript consists of an
introduction that sets the overall framework of stiedy in an area with obvious data scardity,
a section that describes the study area and alaii#ba sets (meteorological, hydrologigal,
topographic, remote sensing images), a methodosegyion where a daily water balance
model and a volume-area-depth model are describsdlts and discussion sections, as well
as a general conclusion.

We would like to thank you for your careful revieat our work. Your detailed comments
have helped us carry out a major revision of thgepahat includes (i) a more appropriate
presentation of the scope of the study, (ii) a nraggerous description of the water balance
model, (iii) reworked calibration and validationgdes, and (iv) a sensitivity analysis. These
major changes are presented at the beginning dAtlibor Comment’. We also reply to your
specific comments below.

2) The title of the paperappeared somewhat misleading, in the sense thaspmtynamics

are said to be monitored a.o. via remote sensinlgsaatial modelling. | would suggest |to

clearly distinguish between monitoring and modelliAs | understand, the main issue in this
paper is the data scarcity, which calls for the afSenovative approaches that will in the end

allow for a better quantitative and qualitative mgement of water resources in the grea
under investigation. The title should thus highlighe potential for remote sensing and

hydrologic modelling to assess the spatio-tempdyalamics of ponds in the Ferlo Regipn

(Senegal).

We agree with your comment on the need to find aenappropriate title for the paper and
following your suggestion we have changed the titleThe potential for remote sensing and
hydrologic modelling to assess the spatio-tempdsalamics of ponds in the Ferlo Region
(Senegal)

3) Study area/data/methodology:.
While the interest of the study is quite obvioughea area under investigation, the description
and discussion of the available data sets appedre somewhat too superficial at this stage.
The authors rely for example on rainfall measurdsmeitained both through ground based
measurements and satellite borne remote sensinglNMRIt would be very useful to furthe
discuss the accuracy of those measurements, e esctrcity of the rain gauges, the precis
of the TRMM data, differences between the two messent series, etc.

—_— —

on

We give more justification for this study by debang the context within which the pond
modelling work has been carried out. The issuebmutithe Rift Valley fever, a mosquito
borne disease that affects herds in this areah&hss come to feed and drink near the ponds,
just where the mosquitoes develop. The dynamicsnosquito abundance is not well
explained by rainfall only. It is more linked toettdevelopment phases of two mosquito
species AedesandCule® that have different behaviours relative to poydainics. What is
expected from the model is to give a good indicatid water availability in the pond for
herds, and more importantly, it has to simulateaataily basis the changes in pond surface
area to which mosquito abundance is related. Famele, Aedesmosquitoes lay eggs in
damp soil around the ponds and the eggs hatch aitdy a sequence of dry and wet
conditions. In the new version, the scope of theyshow includes this aspect, and it explains



some of the modelling choices we have made. Theemads run using gauge rainfall
measurements as input, but knowing the difficutiyhtve gauge measurements wherever
necessary, we tested rainfall estimated from s@els input to the model. Although TRMM
tend to underestimate rainfall, the timing is usuabrrect. For this reason, it is expected that
model simulation for mosquito abundance would ndfes a lot from this underestimation
problem. This discussion has been added to theAekxlitional technical information is also
provided concerning TRMM data and gauge measurement

One interesting information in this context is alke spatial variability in the area of interest;
some additional information on that would defintéle useful. Most important would be| a
description of the type of rainfall events thatwwcm the region.

In the study area description, we added more irétion and references on rainfall type and
origin, rain average/min/max intensity, dry-spelVeeage, spatial and temporal rain
distribution, season, temperature, evaporation, etc

The authors refer to ‘usual’ rainfall events, willhalearly stating what such a standard
rainfall event represents in terms of intensityakrecipitation, return period, etc.

The mention of ‘usual’ rainfall events was to exgr¢hat the rare exceptional rainfall events
which cause flooding (and ponds to temporarily reetgring the event) were not taken into
account in the model. This sentence was misleaaligghas been removed in the new version.

When stating that ‘we assumed that the rainfallngormly distributed over the study ared’,
the authors need to explain why this is the casbeir opinion. More precise information ¢n
rainfall measurements would also be of highestréstefor a discussion on the hydrological
conditions that prevail in the region of interest.

Rainfall measurements from only one rain gauge wesggl. All the ponds were within 8 km
from the rain gauge location. But ponds for whichtev level measurements were made, and
on which validations were carried out, were witBilkkm. By using a dense network of rain
gauges near Niamey (Niger), Taupin (1997) showatlrtinfall variability in the Sahel could

in fact be high even at a sub-kilometre scale. Tihdormly distributed rainfall’ assumption
was made due to lack of input rainfall data. blsviously not justified, but this simplification

is compatible with the simplicity of the model usaudd this may explain at least some of the
discrepancies between observed and simulated Wwaights. The rainfall spatial variability
issue is raised in different parts of the texts apdropriate references are also included. For
example, in the discussion part, the opportunityusihg 27 km x 27 km TRMM rainfall
estimates as input to the model is questioned.

What are the dominating hydrological processes® Wuauld in turn serve in the definitign
and description of the concept retained for therdlpdjic model (a difference being made

between runoff fed and solely rainfall fed pond&)e paper could certainly benefit from a

more detailed discussion on the accuracy of thasé#t that are available (meteorological,
hydrological, DEM, etc.), given both the scarcitiytioe available datasets and the statement
that ‘the quality of the catchment area delineatsowery important for the model’. A general
discussion on data uncertainty / resolution wowddainly shed some light on the choiges
made by the authors, e.g. for the determinationpofd extensions or water height
estimations. The discussion of the results wowd &le much more reliable. Nash coefficient
values do not say much about the real model pedoo@ There is no discussion on either
data uncertainty, model parameter sensitivity, etc.




The description of the hydrologic model has beenriteen to take into account several
comments indicating that the initial descriptionswaund confusing. In particular, we do not
consider ponds to be solely runoff fed or rainfatl. The same concepts apply for ponds of
sets 1 and 2. Apart from belonging to the mainastrer not, the main difference between
these two sets of ponds is the way the catchmeat af each pond is estimated. ASTER
DEM data set could be used only for the larger goofdset 1, whereas for smaller ponds of
set 2, catchment area was empirically estimatedtases the maximum water surface area of
a given pond. Data scarcity is central in this gtuebllowing your suggestions, we stress
more on data accuracy and uncertainty when disogigee results and also when presenting
and justifying the methods adopted in this datastamed study. We agree that the inclusion
of a Sensitivity Analysis was necessary for impngvthe discussion of the results. Although
not presented in the first version of the manuscasensitivity analysis (SA) had in fact been
carried out. It used the Morris method (Morris, 1Pp%s revised by Campolongo and
Braddock (1999). The three model outputs consideestinent for their subsequent use in
mosquito abundance estimation were: (1) the cumdlafater height, (2) the maximum water
height and (3) the occurrence of the first peakater height. The SA has now been included
in the paper. The model parameters that need todse accurately estimated on the field are
pointed out. For example, the analysis showeddbasitivity of the model to pond catchment
areaA is low. This is discussed in relation with rainfaliderestimation by TRMM and the
rainfall spatial variability which is a characteigsof this region.

A final remark concerns the extraction of the pandps from the two Quickbird images.
There is no information on how this extraction @nd; | guess there is more that just the
images that is required (e.g. in combination witDEM).

The two Quickbird satellite images were geomettycabrrected but not orthorectified, as we
did not have a DEM with a horizontal spatial resiolu compatible with that of the Quickbird
images. Moreover, only pond boundaries (and thusace area) were sought. The pond maps
were derived from the images by thresholding a watdex computed from two of their
wavebands (green and near infrared). In this stwdyised the Normalized Difference Water
index (NDWI; Mc Feeters, 1996) which is known to $gited for the extraction of water
bodies (Soti et al., 2009). The index is calculasdhe difference between the green and the
near infrared bands, and normalised by their sulmee 88 ponds obtained have been
systematically verified in the field in Septemb&08 at the peak of the rainy season. These
information have now been added in the ‘Materiald Blethods / Pond maps’ part.

4) General remarks.

In section 2.1 the authors refer to a network afdso Since it is also stated that they are|not
connected, it would probably be more appropriateeter to an ensemble of ponds.

In ‘Materials and methods / Study area’ section €T$tudy area.... is characterized by a
complex and dense network of ponds...” has been ce@ldby “The study area.... is
characterized by an ensemble of ponds...”

In section 2.4, | do not understand what is megrwith a total station for two ponds’.

A total station is a common designation for an tetetc/optical instrument used in surveying.
The sentence has been rewritten to give the teghreference of the instrument and to be
more specific on its purpose.



It would be good to have some additional argumantadn the ‘arbitrarily’ fixed runoff
surface in section 3.2.2.

This arbitrary parameter has been removed, andvisastimated during the calibration phase.
In the previous versiom, the catchment/pond surface area ratio, was aritrset to 9 (or
the radius ratio to 3). A value of = 10 was obtained when estimated as one of that inp
parameters during the calibration phase. The assompf a simple relation between
catchment area and maximum pond area for smallgwasd necessary as we did not have
any other means to estimate catchment area. Isetigtivity analysis, it was found, however,
that sensitivity to catchment surface arfg (vas lower, suggesting that this simplification
may not be too penalizing.

| Reference Diop et al. (1968) appears in the testq@duction), but not in the ref. list.

(1968) following Diop et al. (2004) was a typingarand was thus removed from the text.

Reference Puech et al. (1998) in the introductimmesponds probably to Puech & Ousmane
(1998) in the reference list.

“Puech et al.” was replaced by “Puech and Ousinartee text.

Reference Hayashi et al. (2000) in section 3.1r2esponds to Hayashi & Van der Kamp
(2000) according to the reference list (idem faties 5).

“Hayashi et al. (2000)” was replaced by “Hayashd afan der Kamp (2000)” in the text.

| Reference Nilsson (2009) appears in section 3.2 hdt in the reference list.

Missing reference Nilsson et al. (2008) was addhethe list, and its citation in the text was
corrected.

5) Conclusion: Given on the remarks and comments made abovem#reiscript can be
stated as having a good scientific significana, it.represents a truly useful and interesting
contribution in terms of applying modern approacfies remote sensing) to areas with oply
little available datasets. At this stage, the ddiemjuality of the paper certainly needs to |be
largely improved. Dealing with reduced datasetsagbvis a considerable challenge and
requires an even more careful appreciation of itality and relevance for the studied
guestions. The overall presentation is of deceatity but will certainly gain from a review
through a native English speaker.

A major revision was carried out to improve the rallescientific quality of the paper. The
present “Author Comment” has been checked and dedefor English. The revised
manuscript is also being corrected for English.



Referee 4. Anonymous

GENERAL COMMENT: The paper of Soti et al. introdsce very old hydrological model of
lakes in order to model the temporal behaviour @ pond dynamics. Remotely sensed
precipitation is used to force the model. My maomaern on this paper is the model that is
used: it seems to have some major shortcominghysigally irrealistic presentations such
that the study based on this model could be doulBttbwing will list the peculiar issues in
the model:

Thank you for your detailed comments on our workotder to take them, and those of the
other three Referees, into account, we had to cautya major revision of the paper. The
latter includes (i) a more appropriate presentatbrthe scope of the study, (i) a more
rigorous description of the water balance modei), {eworked phases of calibration and
validation, and (iv) a sensitivity analysis. Thesajor changes are presented at the beginning
of the ‘Author Comment’. Concerning the choice bé&tmodel, our objective was not to
develop a new better model, but to adapt one wivmtild allow us to better study mosquito
and herd dynamics around these ponds. This isrletpdained when describing the scope of
the study. We have chosen to adapt a particularem@dich happens to be old) because it
was developed for Sahelian regions with less ti#hiim annual rainfall (FAO, 1996), and it
requires few input data and minimal parameterigatio the following we also reply to your
specific comments. In particular, we have improved presentation of the model, which,
although simple, is nevertheless physically souwée also address the shortcomings
identified, and provide explanations and discusswhere required.

The time dependent soil moisture variable Mt asneéef according to equation 3, should
always become zero after some time t. This is yasibwn through introducing equation |4,
which calculates the Antecedent Precipitation indeto equation 3. This yields:

t-1

M(t) =M, - > k'R

Sincek > 0 andP..; = 0, Mt is a decreasing function which finally reastzero onc#l, — AP}
< 0. Apparently, the moisture contévtcan never increase, even when rainfall occurs.

In the former version of the papevi(t) was defined as “a time-dependent soil moisture
variable which can be interpreted as a thresholdevaver which runoff can occur”. This
variable should not be interpreted as the soil tnoescontent. In fact, it is inversely related to
the soil moisture, as it decreases while the salstare content increases when rainfall
occurs. To take into account this possible confusibe notation has been changeds(b)
and is now defined as “a threshold rainfall valueravhich runoff can occur”.

Evapotranspiration at the catchment is not takemaocount |

In the simple pond water budget model used, evapspiration in the catchment area was not
explicitly taken into account. However, implicitliy,is integrated in the calculation &, the
runoff volume of inflows, and more specificallywould lower the runoff coefficieri{;. The
latter is in any case not known precisely, andstgrated through calibration. Following your
comment, we have added a sentence in the reviged paspecify that evapotranspiration in
the catchment area is implicitly taken into accotifibe soil capacity to runoff was supposed
uniform over the study area, and defined by a @mst;. This constant takes implicitly into
account the losses due to evapotranspiration ditidiation in the catchment area”.



The pond emptying model is extremely simple assguaes that the water level decregses
constantly in time, i.e. L m per time step. Thissganot account for temporal changes in
evapotranspiration or changes in groundwater-paridraction (fluxes can change frgm
groundwater is draining into the pond to the grauaigr being recharged with pond water)

You are right, temporal changes in evapotranspmatvere not taken into account in our

model. However, given the scope of the study, djeaiive was to develop a simple model in

a context of data poor areas, as argued in Majan@és (1: Scope of the study). To be
consistent with the simplicity of the model, weldoted Joannes (1986) and Puech (1994) in
assuming that in such Sahelian regions water Idssesthe pond can be simply summarized
through a constant value(m/day).

Vo is defined as the volume for 1 m water heighthe pond. Formula 7 calculates th
volume asvp = S (a + 1), wheresy is the area of the water surface for 1m waterhtaigthe
pond. Suppose that the pond would look like a c@mthen the volumé, would becomeS,
* 1) m® for one meter of water in the pond. Given the shapnatural ponds (as sketched in
figure 2) one should expect the volume to be les® & m®. However, since 1 <« < 3,
equation 7 calculates this volume to be at leagtetdo maximum 4 times the volume of the
irrealistic cylinder (meaning thus that the bottofthe lake is much larger than the cross
section at 1 meter height...). According to formd)a/, is indeed the volume at 1 m height,
butVy =S (1 +a) cannot be correct.

S

We fully agree with your comment, and this shortoamis due to a very unfortunate
typographical erron/y should be written as a fraction, within the numerator andi(+ 1) in
the denominator. This has been corrected in thisedwersion, and given in Major Changes
(2: Hydrologic model description), Equation 7 above

It is not clear how the water balance of the cathinarea is coupled to the water balance of
the lake.

We believe that the former description of the magas unclear because of the separation of
the hydrologic model into a pond filling model aaghond emptying model. Now, the model
is presented as the water balance of a pond ifothe of a differential equation. Please refer
to Major Changes (2: Hydrologic model descriptidiuation 1 above. The water balance of
the catchment area is not modelled as such, btiased to the water balance of the pond
through the runoff volume of inflow€X,) into the pond.

» Other remarks with respect to the methodology:

How valid is it to use&g anda values obtained from two ponds with a detailedhaietry, as
being representative for the two sets? Some sehgitanalysis with respect to both
parameters would be necessary to validate on whatherror on this assumption does not
significantly change model results.

We agree that the use & anda values obtained from only two ponds raises thestjre of
how good these two ponds are representative afnbesets, namely the ponds belonging to
the main stream of Ferlo River (set 1) and thosatkx outside the main stream (set 2). This
assumption was made because these ponds havetehatias (pond maximum surface,
catchment area) similar to those of the other pafdseir respective sets. In the new version,
S and a values are estimated through calibration for poafisets 1 and 2 separately.
Following your suggestion, we have also includedha revised version the results of a



sensitivity analysis (SA). The SA showed that gensi to parameters involved in effective
rainfall calculation K;, Gmay Was higher than sensitivity & anda. Please refer to Major
Changes (4: Sensitivity analysis) above.

Why the runoff surface was arbitrarily set to 3 @snthe maximum radius of the pond? Is

there any reason to restrict this to 3? Is thisiedbased on some GIS analysis? In what
formula is this radius used? | assume that CA (egud) is calculated as a circle with radjus

R: (equation 10)? The text (last line section 33entions that the negative buffer radjus

value used waR; - Rnax Where is this used, and what for?

Outside the main stream, where ponds are generallyler (set 2), slopes were too plat to be
detected in available DEM. For these ponds thehoagnit areas were empirically estimated
as n times the maximum water surface area of the pomldshe previous versiom, the
catchment/pond surface area ratio, was set to €héoradius ratio to 3), arbitrarily, without
anymore justification than being plausible accogdito ‘expert knowledge’. However,
following your comment we have now removed thisteaby parameter setting, and estimated
it as one more input parameter during the calibraphase (a value of = 10 was then
obtained). The description of the link with the G48d the calculation of a radius were to
explain how to represent the comparison betweemalated pond surface area and the pond
surface area observed in the satellite image. Diserged pond surface areas are represented
by polygons in the GIS. The simulated pond surfa@as obtained were generally less than
the observed ones. To represent the simulated porfdce area, we applied a buffer to the
observed pond polygons to trim them to the requisathulated) surface area. Pond ‘radius’
calculation was necessary for obtaining the thisknef the buffer to be applied for each
pond. We agree that the explanations were not @aaugh, nor were they placed at the
appropriate place. Therefore, they have been rethmvthe new version. A short explanation
was however added in the Figure 7b legend.

Figure 3 demonstrates errors with respect to catoliiarea up to 5 ha. Given the fact that|the
larger catchments have an area of 30 ha or maseettor seems to be very large.

Figure 3 shows the water area and water heightiioetafor two ponds, namely Niaka (set 1)
and Furdu (set 2). Thesé&-() empirical equations were derived from detailedMDE
bathymetry. The power laws have been used to suinendre shape of any pond into two
parameters and a. Then, the detailed DEM of Niaka and Furdu weredu® estimate the
two parameters for each set of ponds, assumind\ibét is representative of set 1 and Furdu
of set 2. In this way, the model could be appliedali the remaining 96 ponds for which a
detailed DEM / bathymetry were not available. Theorinduced in the estimation of the
surface from the height estimation may reach 5SondNfaka pond for water heights of about
2m. However, for this pond, maximum water heighd®ut 1.2 m (height observed in 2003
which is a particularly wet year). This means a2 m water height, we are probably outside
Niaka pond. When the sandeh relation is applied to Barkediji, the largest amtygond that
may exceed 2m depth, we obtain a simulated watgaciof 27.5 ha for 2m water height,
which is to be compared to 33.6 ha, the assumednmaax pond surface area for Barked;ji, as
estimated from the Quickbird image at the peakhef2005 rainy season. It is quite difficult
to estimate the error when using this simple rehafor Barkedji without appropriate data.
But available data suggest that the error woule Beha at 2 m height, and would in any case
occur for only this pond.

How was the calibration, as mentioned in secti@ gerformed? What technique was used?
The validation was performed against what data?




In the calibration method used, a systematic eapilam of the input parameter space was
performed. Each parameter was allowed to vary witixed specified step within a range of

values based on published literature. Each of 8 ossible combinations were tested and
ranked according to a calibration criterion. Foe thatter, we used the Nash-Sutcliffe

coefficient of efficiency. In the revised versiortgjo calibrations were made: one for the

ponds inside the main stream (set 1) using watghhelata acquired on Barkedji pond in

2001 and another for the ponds outside the magastr(set 2) using water height measured
on Furdu pond in 2002. The calibrations used dailgfall recorded in 2001 and 2002 at a
meteorological station located in Barkedji villagevo sets of parameters have thus been
estimated and applied to their respective set aflpolt must be pointed out that water height
data used for calibration were not used for vaidhat

—

How valid is it to use the sankg, My, k, andL parameters (as obtained from calibration)
all ponds? Again, a sensitivity analysis is reedir

or

In the new version, two distinct sets of parameweese used for the two sets of ponds. A
sensitivity analysis was also included. Pleaser tefé/lajor Changes (4: Sensitivity analysis)
above.

The validation of the pond area is only based o& Quickbird image? Isn’t this validatign
insufficient to demonstrate whether the methodolagyable to mimick the temporal
behaviour?

In the revised version of the paper, we state notgarly the two steps of validation we
performed. Please refer to Major Changes (2: Catiton and validation) above. Given data
scarcity in the study area, we tracked temporakbielir of the model on only a limited
number of ponds, and spatial behaviour, on allpieds of the study area but on only one
date. First, onwater heightinternal validation was performed on Barkedji @pand external
validations on Furdu, Mous2 and Mous3 ponds, willd12and 2002 water level and rain
gauge daily measurements. This step demonstragedathacity of the model to simulate the
temporal behaviour of four ponds. Then, feater area the only available Very High
Resolution satellite image was the Quickbird ima§&007, year for which no rain gauge
measurements were available for the study areathiése reasons, we resorted to carry this
validation step using TRMM rain estimation for {heriod between 01/06/2007 to 31/12/2007
and pond area estimation derived from the 20 aug08 Quickbird image. This step
allowed assessing the capacity of the model tolsitmuhe surface of all ponds of the area, at
a given date.

The discussion part on the behaviour of the moslalery short and only mentions where
errors occur without investigating why TRMM datauls in worse simulation of the smaller
ponds. It would have been interesting to see a eoisyn of rainfall statistics between the
rain gauge data and the TRMM estimates. The digmuss also lacking sensitivity analyses
on the model parameters, but also on the DEM denigkationships.

We agree with this comment. Due to the major changgried out in the paper, the
discussions of the results are now made in thé 6§kthe outcome of the sensitivity analysis.
More elements of discussion have also been includedfor instance, on TRMM data: “The

simulations using TRMM rainfall data are acceptalole the rainy season 2002 for Furdu
pond (Nash=0.73), Barkedji (Nash=0.66) but veryrptmy the rainy season 2001. This
difference may be due to an important rainfall uedémation by TRMM, especially for the

year 2001 (-100 mm recorded by TRMM compared wii gauge) and missed rain events



due to rain spatial heterogeneity that characteheeSahel region (Ali et al., 2005). At the
rain-event scale, over an area corresponding fquars degree, D’Amato and Lebel (1998)
have estimated that on average, 26% of the sudeae do not receive rain. The rain events
missed by the satellite have important impact omewhaeight estimations and particularly
during the filling phase (see Fig. 6) which deterenthe maximum volume of the pond for
one rainy season. As shown in the sensitivity aiglythe model is sensitive koand Gnax
which are used in the calculation of inflow rundfhis could explain that less rain or missed
events could have important consequence on the Weaitght simulations.”

A comparison of rainfall statistics between therrgauge data and the TRMM estimates was
also added, and shown in Table V below. As expeci&MM is found to underestimate
maximum and total rainfall, whereas rain gauge mmass rain events that are captured by
TRMM.

Table V: Comparison between rain gauge and TRMMneses for 2001 and 2002

Number of rainy days
Max (mm) | Total (mm) (> 1 mm) Nash R R2

TRMM

2001 44 360 27 003 | 058 | o021
Gauge

2001 45 416 27
TRMM

2002 30 239 23 0.28 0.46 0.34
Gauge

2002 44 297 20

The authors are fairly satisfied with the resukwever, isn’t the accuracy obtained |to
coarse to be used in ecological and epidemioldgities

The scope of the study was described in more detaithe revised version of the paper, as
given in Major changes (1: Scope of the study) abdwhis pond modelling work was carried
out within the context of a wider study on the Riffilley Fever, a mosquito-borne disease
that affects ruminant herds which rely mostly omg® for water in the semi-arid Sahelian
zone of northern Senegal. The dynamics of wateghheind surface area of the ponds largely
determine the dynamics of mosquito abundance arthendonds. Thus, the need to develop a
simple model was to be able to simulate pond wdtgramics accurately enough (i) to
subsequently help understand the dynamics of mmmsabundance, and (ii) to better assess
changing water availability for moving herds. Widspect to these objectives, the results of
the validation phase can be considered promisihg.olutputs of the model (changes in water
surface area during the rainy season) can be tedairpopulation dynamics model and be
applied on all the ponds of the study area. In ammspn, previous models of mosquito
abundances (e.g. Porphyre et al., 2005) were lasatlich less accurate hydrological inputs.

e Some minor comments:

More information on the four ponds used in the gtischeeded. Instead of mentioning this
section 2.3, the explanation should be in sectién 2

n

We added a brief description of the ponds corredipgnto field data (water height

measurements, detailed DEM) in section 2.1: “Folth that were used to build, calibrate and
validate the model were collected on five pondgh&f study area. The two larger ponds
(Barkedji and Niaka) belong to the main stream, nelg the three smaller ones (Furdu,



Mous2 and Mous3) are found outside the main strédm. locations of the five ponds are
shown in Fig. 1, together with pictures of Barke@jirdu and Mous3 taken during the 2006
rainy season.”

Fig. 1: Location of study area ponds, Barkedjiagk, Ferlo Region, Senegal. a) Barked;ji, b)
Furdu and c) Mous3 ponds in September 2006.
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Equation 8: sum is taken over i: please put indethe variable(s) between the
brackets.

Equation 8 was corrected as follows:

A= \/%iwsa) - Aun(i)?

Equation 9: use an index running from 1 to n, amdicate this index in the variable(s)
between the brackets.

Equation 9 was corrected as follows:

> 1 (Xobgi) - Xcal(i))®
3 (xobi) - Xobgi))

Cy =1-



| In Table 2, the runoff coefficient is indicated%n however, it should read 0:15 <Kr < 0:40)

“15 <K, < 40" was replaced by “0.13%s< 0.40”

| In Table 2k should be unitless. |

Right. Appropriate units have now been includedable 2.

Given the doubts on the hydrological model, theiaggions on the robustness of the
model parameters and the very brief discussioh@fésults, | believe this paper is not ready
to publish but should undergo additional research.

A major revision of the paper has now been carogito take all the comments, corrections
and suggestions of the four Referees into accdAmd. in the process, we believe the paper
has been significantly improved and should be atersd for publication in HESS.



