Response letter manuscript: “Evaluation of a bias correction method applied to downscaled precipitation and temperature reanalysis data for the Rhine basin”

Dear referees,

First of all we would like to thank all referees for their time and effort to comment on our manuscript:

“Evaluation of a bias correction method applied to downscaled precipitation and temperature reanalysis data for the Rhine basin”. In this response letter we respond to the comments of all  handling referees. The comments of all referees are included in this letter as well, and our response to each comment can be found in “italic” fond below the comment.

Response to referee 1:

The language should be further improved to exclude some language mistakes and wrong typing;

As suggested we have excluded some language mistakes and corrected wrong typings (for details see response to referee 2, 4 and 5).

More discussions are necessary to address the advantages and disadvantages of the techniques and authors came up with to show the robustness of these methods in corrections of the modeled meteorological data;

As suggested we have inserted more discussions in Section 5.2:

“Currently there are other existing methods for bias correction available. For example Hay et al. (2002) applied a gamma transform to correct RegCM2 precipitation data. They found that the corrected precipitation data did not contain the day-to-day variability present in the observed data set. We have found that the correction method applied in the current study does not lead to a decrease in RMSE between the simulated and observed precipitation amounts. This suggests that our method is not capable of preserving the day-to-day variability present in the observed data set either. The gamma transform is also evaluated by Piani et al. (2010). They show that the gamma transform is well capable of correcting for seasonal means, but they do not show how the correction performs on a daily basis. We think the day-to-day variability is an important aspect when it comes to hydrological modeling, because for hydrological applications it is important that the model is capable of simulating the correct amount of streamflow at the right time and is therefore dependent on the correct timing of precipitation events. A further interesting experiment would be to evaluate the improvement of the hydrological model simulation with and without the bias-corrected precipitation fields, using bias-corrected precipitation fields from various correction methods (van Pelt et al., 2009; Hay et al., 2002; Deque et al., 2007; Piani et al., 2010). This was also suggested by Piani et al. (2010).”

Implications of the corrected and uncorrected data for the output of the hydrological models are also needed to be clarified;

Part of this response is clarified in the previous response. Moreover, we inserted in Section 5.2:

“This study also demonstrates that the assumption of a constant model bias may not hold, because the determined correction parameters may result in over-adjustment of precipitation during the validation period. For hydrological applications this may lead to overestimation of the observed discharges.”

The structure of the paper is considered to be reorganized, such as Introduction, Methodology, Results, Discussions, Conclusions, and something alike.

In our opinion our paper was already organized in the order as suggested by the referee. However, we changed:

“3 Method”

into:

“3 Methodology”

Response to referee 2:

Section 1, p. 223: It would be nice if the authors cited some studies of hydrological impact studies that did not focus on the Rhine catchment. For example in the UK, a lot of work has been done that could be worth to mention in a paper focusing on the Rhine catchment.

As suggested we have inserted some citations to other hydrological impact studies that did not focus on the Rhine basin. We have inserted in the “Introduction” section:

“Another example of the use of RCM output as input for hydrological applications is given by Kay et al. (2006), who used the output of HadRM3H (RCM) as input for a hydrological model to provide estimates of change in flood frequency between the 1970s and 2080s, for 15 catchments across Great Britain. In addition, Steele-Dunne et al. (2008) evaluated the impact of climate change on nine Irish catchments by forcing the HBV-light model with RCA3 (RCM) output to simulate stream flow in a reference period (1961-2000) and a future (2021-2060) period under the Special Report on Emissions Scenarios (SRES) A1B scenario.”

Section 3.1, p.228: The explanation of the way the correction is applied to basin and daily averages and than further transmitted to the individual grid cells and 3 hourly values is very confusing. Please try to explain it more clearly. I understood it in the way, that the power law transformation has been applied to daily basin mean values but that the spatial disaggregation is a linear function. I had to read it several times and still it is not fully clear to me. I suggest inserting a mathematical formula to prevent any misunderstanding.

We agree that the way it is explained in Section 3.1 might be a bit confusing. The determination of the correction parameters a and b for precipitation are done on the spatial scale of sub-basins, and on a daily temporal scale. However, for our hydrological implications we need to have corrected precipitation values for each grid-cell and 3-hourly time step. Because the correction function is a non-linear function, we cannot simply apply the determined a and b parameters (based on daily sub-basin values) directly to the 3-hourly grid-cell precipitation value. For this reason we first correct the uncorrected daily sub-basin precipitation values (thus average of all grid-cells within that basin for each day) with the determined a and b parameters to a corrected daily sub-basin precipitation value. This means that for each day we now have a corrected and uncorrected sub-basin precipitation value. We have inserted in Section 3.1:
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where P i the average precipitation for sub-basin k on day d, P the precipitation for
celli and 3-hourly time step h, and ' the total number of grid-cells within sub-basin k.
With P4 and the observed daily precipitation values for each sub-basin we are able to
determine the correction parameters a and b (for details, see Section 3.2). With a and b
we subsequently calculate the corrected daily sub-basin precipitation value P, ;. Thus.
we now have a corrected and uncorrected daily precipitation value for each sub-basin.
The ratio between the corrected and uncorrected precipitation value is defined as:
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where Ry.q is the correction factor to be applied to the each of the uncorrected pre-
ipitation cells i within sub-basin , and 3-hourly time steps A during day d, according
to:
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The derived correction parameters a and b cannot directly be applied to the 3-hourly
grid cell values because the correction function (see Section 3.2) is a power law func-
tion. I this is done, then the temporal CV and mean of the spatial average of grid cell
values in the sub-basin would not match the CV and mean of the observations.





Section 3.2, p. 229: It would be very interesting to see some numbers or figures of the block-length sensitivity study. Monthly bias correction factors are commonly chosen in impact studies. However, it is important to see that the block length does have an effect on the result. More details about this part of the study would be very helpful for the community. Furthermore, Shabalova et al. (2003) did not – at least to my knowledge - show results of the effect of averaging window width on the sampling bias.

On p. 240 of Shabalova et al. (2003) they state that they used a 70-day window to reduce the sampling variability. No bias level of 0.5.

We agree that Shabalova et al. (2003) did not show results of the effect of averaging window width on the sampling bias. By contacting Dr. Adri Buishand from the Royal Netherlands Meteorological Institute we were told that Shabalova et al. (2003) used a first order approximation to show that using a 70-day window resulted in a bias less than 0.5%. We changed:

“Shabalova et al. (2003) used a first order approximation to show that this systematic effect is reduced by using a 70-day window resulting in a bias of less than 0.5%;”

into:

“Shabalova et al. (2003) state that the sampling variability is reduced using a 70-day window;”

Furthermore, we have inserted a new figure which presents the average monthly precipitation for the observed, uncorrected and corrected precipitation for varying block lengths. This figure reveals our statement that block lengths of 25, 35 and 45 days improve corrections during September/October, but lead to worse results for July/August. Block lengths of 85 and 105 days result in worse performance for nearly all months. Also the RMSE for each month is shown, which is calculated as the root mean square difference between all ERA15/REMO and observed daily precipitation values in that month for all years and sub-basins. This confirms our fourth statement that the RMSEs are smaller for 65-days block lengths than for lengths of 25, 35 and 45 days, for nearly all months;

Section 4.2.4, p. 237: According to figure 5, I understand that for return periods larger than 20 years, the uncorrected data fits the observations better than the corrected one whereas for return periods smaller than 20 years, no difference is visible. In the text it is written the other way around. Please correct this inconsistency.

This is corrected as suggested by the reviewer

Section 4.4, p. 240: Since the dominating processes of rainfall generation change throughout the annual cycle, the analysis of correlation between temperature and precipitation should be done on e.g. a seasonal level. If this has been done already and the results do not deviate from the presented analysis, it should be mentioned that the result is robust also on a seasonal level.

This indeed has been done on a seasonal level. Therefore we inserted:

“This result is robust on a seasonal level as well.”

Section 5.1, p. 243-244: In the calibration-validation analysis, some over-fitting problems were diagnosed. These problems should be addressed in the conclusions as well e.g. in point 6 one could specify what reasonably well means and that some problems particularly in the RMSE-diagnostic exist.

We agree that some over-fitting problems were diagnosed in the calibration-validation analysis. This mainly occurs in March and September. We have changed point 6 in Section 5.1:

“Determined correction parameters for the period 1979–1988 are able to correct precipitation and temperature for the period 1989–1995. Validation for precipitation works reasonably well, especially for May, June, July and October;”

into:

“Determined correction parameters for the period 1979–1988 are able to correct precipitation and temperature for the period 1989–1995. Precipitation correction during the validation period works well, especially for May, June, July and October. However, the validation results in over-fitting of the monthly precipitation in March and September;”

Point 7 in Section 5.1 has been changed into:

“The RMSE has increased for the corrected ERA15/REMO precipitation during the validation period. This is mainly due to the over-fitting of precipitation in March and September.”

Section 5.2, p. 245: Following the cross-validation analysis, the sentence “Thus correction parameters derived for the current climate can be used to correct precipitation and temperature in a future climate” is not well supported. Of course, one can apply the correction parameters and indeed this is often done. However, Terink et al. (2010) show here nicely, that the assumption of constant model bias might not hold.

We agree that this should be formulated differently. Therefore we have removed:

“Thus correction parameters derived for the current climate can be used to correct precipitation and temperature in a future climate”

and inserted further on:

“Thus correction parameters derived for the current climate cannot always be used to correct precipitation and temperature in a future climate. This study also demonstrates that the assumption of a constant model bias may not hold, because the determined correction parameters may result in over-fitting of precipitation during the validation period. For hydrological applications this may lead to overestimation of the observed discharges. Therefore, if possible, we should always validate the simulated discharges with observed discharges when it comes to hydrological modeling with bias-corrected RCM data. This would only be possible with RCM data of the current climate, because no observed discharges are available for a future climate.”

Whole text: The word significant is used too often without statistical tests underlying the statement. Such use should be corrected to prevent its misinterpretation as a statistical test result. E.g. what do the authors mean by “the spread of . . . is less significant than . . .” (section 4.2.3 on p. 235).

We agree that our formulation could cause some misinterpretation of the results. We therefore changed:

“The spread in the b-parameter (Fig. 18 bottom left panel) is less significant than was the case for parameter a.”

into:

“The spread in the b-parameter (Fig. 18 bottom left panel) is smaller than was the case for parameter a.”

Throughout the entire text the use of the word significant has been minimized.

Response to referee 3:

’Moving from uncertainty to probability’ would have more importance for climate impact studies

We agree that probabilities are more relevant in climate impact studies than uncertainties. For operational water managers the probability for e.g. a discharge exceeding a certain threshold would have more importance than the uncertainty present in RCM data and subsequently the hydrological model output. Therefore we have inserted in Section 5.2:

“Moreover, for operational purposes water managers would be more interested in probabilities than uncertainties. For a water manager the probability for e.g. a discharge exceeding a certain threshold would have more importance than the uncertainty present in RCM data and subsequently the hydrological model output. Therefore it is very useful for ongoing research on climate impact studies to address the uncertainty in the RCM and hydrological model, and translate this to the probability of e.g. the occurrence of floods or droughts.”

Without demonstrations of scale dependencies and limitations it will not be possible to define an operational application

We agree that scale dependencies and limitations play an important role in defining an operational application. Results in the current study are specifically useful for the Rhine basin. In the introduction we have mentioned that the method of bias correction can easily be applied to other basins as well if enough meteorological data are available. However, it is uncertain how the correction methodology works in other basins with other data sets. Therefore we have inserted in Section 5.2:

“We already mentioned that this method of bias correction can easily be applied to other river basins if enough meteorological data are available. However, the results in the current study are mainly focusing on the Rhine basin. Therefore it is uncertain how the correction methodology performs in other river basins (with other data sets) and therefore it not possible to define operational applications. Thus it is recommended to apply the correction method to several river basins and RCMs with several resolutions in order to obtain information which could be useful for operational applications.”

Response to referee 4:

Abstract, P.222, L.11-13: This sentence is a little confusing.

We agree that this sentence may be a little confusing. Therefore we changed it into:

“Corrections were largest during summer for both precipitation and temperature. For precipitation alone large corrections were applied during October and September as well.”

Section 3.3, P. 230: It is not clear how the temperature is corrected to every grid every 3h, what kind of time interpolation is used here? And further, when perform cross-validation, it is clear in equation 1 that the parameters a and b will be delivered from the calibration period to the validation period, however, it is not clear which parameter will be delivered in equation 4. So, in Line 22, "the considered period" should be clarified.

Because the correction of temperature is linear, which is not the case with precipitation, we simply can apply equation 4 to every grid cell and 3-hourly time step. Then Tera  is the 3-hourly grid cell value for the uncorrected ERA15/REMO temperature and T* is the ERA15/REMO corrected  3-hourly grid cell value. The considered period is the period for which the statistics in equation 4 are fitted. This is different for each block (73 blocks throughout the year), as is illustrated with Figure 1. Thus for the 7th block for example, σTobs is the standard deviation of the observed temperature over the first 65 days of the year times 17 years = 1105 values (30 days before and 30 after the 7th block of 5 days over 17 years).

One suggestion in the future work: To evaluate the bias correction method and the sensitivity to the correction parameters by analysing the output of the hydrological models driven by the different corrected meterological forcing scenarios against the hydrological observations of the present (cross or not cross) climate, then consider the validation for the future climate.

To a certain extent we agree with this response. However, it is unfortunately not always possible to validate simulated future discharges with observed future discharges, because climate impact studies often evaluate differences between the current climate and the second half of the 21st century. However, we inserted in Section 5.2:

“This study also demonstrates that the assumption of a constant model bias may not hold, because the determined correction parameters may result in over-fitting of precipitation during the validation period. For hydrological applications this may lead to overestimation of the observed discharges. Therefore, if possible, we should always validate the simulated discharges with observed discharges when it comes to hydrological modeling with bias-corrected RCM data. This would only be possible with RCM data of the current climate, because no observed discharges are available for a future climate”

Response to referee 5:

COMMENTS ON METHODOLOGY AND RESULTS

Since the bias techniques are the main focus of the paper, the authors may consider mentioning other existing methods of correction. Specifically, since attention is also paid to the problem of misrepresentation of the dry/wet day ratio, existence of techniques using adjustments constructed for individual percentiles of the respective statistical distributions may be of interest to the reader (such as the method described by Deque, 2007, or the approach used by Piani et al., 2010).

We fully agree that references to other bias correction methods would be of interest to the reader. Therefore we have inserted in Section 5.2:

“Currently there are other existing methods for bias correction available. For example Hay et al. (2002) applied a gamma transform to correct RegCM2 precipitation data. They found that the corrected precipitation data did not contain the day-to-day variability present in the observed data set. We have found that the correction method applied in the current study does not lead to a decrease in RMSE between the simulated and observed precipitation amounts. This suggests that our method is not capable of preserving the day-to-day variability present in the observed data set either. The gamma transform is also evaluated by Piani et al. (2010). They show that the gamma transform is well capable of correcting for seasonal means, but they do not show how the correction performs on a daily basis. We think the day-to-day variability is an important aspect when it comes to hydrological modeling, because for hydrological applications it is important that the model is capable of simulating the correct amount of streamflow at the right time and is therefore dependent on the correct timing of precipitation events. A further interesting experiment would be to evaluate the improvement of the hydrological model simulation with and without the bias-corrected precipitation fields, using bias-corrected precipitation fields from various correction methods (van Pelt et al., 2009; Hay et al., 2002; Deque et al., 2007; Piani et al., 2010). This was also suggested by Piani et al. (2010).”

It seems to me that the exponential form of correction (Eq. 1) may be prone to instability for high daily precipitation sums. I do not know what maximum values of daily precipitation were typical for the analyzed dataset of observations, but at many European weather stations, daily sums well in excess of 100 mm are not an exception. If such a large P happens to be corrected with a higher value of the power coefficient b (which, judging from Fig. 18, exceeds 1.5 on some occasions), the resulting value may surpass physically feasible precipitation limits (as the multiplicative factor a will not be able to compensate for the high P**b term). To assess whether such instability takes place, the authors may try to analyze the maximum precipitation values (or its highest quantiles) over the validation period (this would be especially desirable for the results in Sections 4.5 and 4.6, where the performance of the bias methods is investigated for independent samples).

We agree that a large value of b could lead to physically unfeasible high precipitation values. However, if we consider the bootstrapping from Figure 18 we notice that b-values of 1.5 are rare. To answer the question of the reviewer we have selected the 95th-percentiles of precipitation values from the continuous validation period from all 134 sub-basins and plotted the results in a graph (see next page). In this graph the 95th-percentiles of the observed precipitation are extracted from the 95th-percentiles of the uncorrected and corrected precipitation. Results show that the difference between the uncorrected 95th-percentiles and the observed 95th-percentiles is larger than the difference between the corrected 95th-percentiles and the observed 95th-percentiles. It is noticed that the uncorrected 95th-percentiles are smaller than the observed 95th-percentiles for most basins. The 95th-percentiles of the corrected precipitation are quite close to the 95th-percentiles of the observations. Based on these results we conclude that instability for large daily precipitation sums does not play a major role.
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The potential loss of stability may also be the reason for higher spread of precipitation biases in the corrected series, demonstrated in the Sect. 4.6: 10 randomly selected years may not provide large-enough sample to sufficiently suppress the effect of high temporal variability of daily precipitation. Since the total size of the analyzed series cannot be increased, the authors may try to widen the 65-day selection window for the random sampling in Sect. 4.6, and see whether the spread of precipitation biases is decreased.

As was shown in the previous response, there is no instability for large precipitation values in the corrected series. Therefore this cannot be the reason for the large spread in precipitation biases. However, we agree that 10 randomly selected years may not provide large-enough samples to sufficiently  suppress the effect of large temporal variability of daily precipitation, although the 10 years from the continuous period showed spatially and temporally good results (Figure 11 and 12). It may be true that widening the 65-day window leads to a decrease in the spread of precipitation biases, but with the sensitivity analysis for different block sizes we show that block sizes in excess of 65 days lead to larger errors in some average monthly precipitation sums. Therefore, this is not an option. It is however recommended to employ a larger sample than 10 years for determining the correction parameters. We have inserted in Section 4.6:

“We expect that larger sample sizes (in excess of 10 years) lead to a decrease in the spread of precipitation biases. Therefore it is recommended to use as many years as possible to have the largest sample size for determining the correction parameters.”

TECHNICAL COMMENTS

p. 224, l. 16: Could it be that “river basis” was supposed to be “river basin”?

As suggested we corrected “river basis” to “river basins”

p. 235, l. 18: “already” seems misspelled

As suggested we corrected “allready” to “already”

p. 235, l. 21: “parameter” seems misspelled

As suggested we corrected “parmeter” to “parameter”

p. 239, l. 2: “: : :suggesting an almost similar standard deviation“ – I suggest using "similar“ instead of "almost similar“; same at line 22

As suggested we corrected “almost similar” to “similar”

The authors may consider re-arranging numbers of the figures to better suit the order in which they are referenced in the text. For example, the very first figure to be referenced in the text (at page 225) is Fig. 17; figure 18 is first mentioned between figures 3 and 4.

We agree that Figure 17 and Figure 18 should be placed at the beginning of our manuscript. This has to do with the editing part of the HESS-D layout. In this layout the two-column figures (both Figure 17 and Figure 18) need to be placed at the end of the manuscript. We assume that when the article is published, the figures will be placed in the correct order.

