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We deeply thank Dr. Clark his objective review and important comments. Our answers
follow:

1. “The authors are missing some existing papers on multi-model combination tech-
niques, especially the papers by Lucy Marshall on hierarchical mixture of experts
(e.g., Marshall et al., WRR 2005; 2006; Marshall et al., HP 2007), and the papers
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on bayesian model averaging (e.g., Vrugt and Robinson, WRR 2007; Vrugt et al., Env.
Fluid Mech., 2008; Wohling and Vrugt, WRR 2008; as well as the seminal papers on
BMA by Raftery). It may also be worthwhile to cite the papers by Neuman in ground-
water, e.g., Neuman (SERRA, 2003), as well as some recent multi-model papers in
meteorology (e.g., from the DEMETER project).”

The following paragraphs will be added in Page 4025 Line 3:

The selection of the best model for a given application is a complex task. For instance,
Marshall et al. (2005) proposed a method in which hydrological models may be com-
pared in a Bayesian framework accounting for model and parameter uncertainty, while
Clark et al. (2008) proposed a Framework for Understanding Structural Errors (FUSE)
in order to diagnose differences in hydrological model structures. The latter approach
allowed the elaboration of 79 different model structures combining components of 4
existing hydrological models. Results lead the authors concluding that it is unlikely
that a single model structure may provide the best streamflow simulation for basins of
different climate regimes.

The following text will be added in Page 4025, Line 28:

The Ensemble Bayesian Model Averaging (BMA) has been proposed for multimodel
combination (Raftery et al., 2003, 2005). In such framework, the probability density
function (pdf) of the quantity of interest predicted by the BMA is essentially a weighted
average of individual pdf’s predicted by a set of individual models that are centered
around their forecasts. The weights assigned to each of the models reflect their con-
tribution to the forecast skill over the training period. Typically, the ensemble mean
outperforms all or most of the individual members of the ensemble (Raftery et al.,
2005). BMA has been successfully applied in streamflow prediction (Duan et al., 2007),
groundwater hydrology (Neuman, 2003), soil hydraulic (Wöhling and Vrugt, 2008) and
surface temperature, and sea level pressure (Vrugt et al., 2008). However, Vrugt et al.
(2007) report no advantage when comparing multimodel BMA and Ensemble Kalman
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filtering (Evensen, 1994).

In meteorology, the DEMETER project aimed developing a multi-model ensemble-
based system for seasonal to interannual prediction, which relies on seven global
atmosphere–ocean coupled models, each running from an ensemble of initial condi-
tions. The evaluation demonstrates the enhanced reliability and skill of the multimodel
ensemble over a more conventional single-model ensemble approach. (Palmer et al.,
2004; Hagerdon et al., 2005). Output from the DEMETER multimodel system has been
also applied to malaria prediction models (Jones et al., 2010).

And in Page 4026, Line 14:

Marshall et al. (2006) and Marshall et al. (2007) used a hierarchical mixture of experts
(HME) allowing changes in the model structure, depending on the state of the catch-
ment. The framework, tested on Australian catchments, combines results from two
models structures in the first case and two parameterizations of a conceptual model in
the second case. Results showed that the HME improves performance over any model
taken alone.

2.“In the discussion of the rank histogram, it may be useful to cite the recent paper by
Thyer et al., published in WRR in 2009. They present a cumulative version of the rank
histogram, which may facilitate comparisons among multiple catchments. Note that the
departure from a uniform distribution can be quantified using the KS statistic.”

The following text will be added in page 4032, Line 26:

Alternatives to the rank histogram exist, such as the QQplot (e.g. Thyer et al. 2009).
They remained unexplored here.

3.“Construction of the reliability diagram requires specifying a threshold, but this thresh-
old is never defined. Also, if this threshold represents an extreme event (e.g., a flood),
it is likely that the reliability diagram is subject to substantial sampling uncertainty, es-
pecially at high probability levels. The authors may wish to consider placing confidence

C2736

limits on the reliability diagram, for background see Bradley et al., 2003, published in
Weather and Forecasting, and Bradley et al., 2004, published in Journal of Hydromet.
and for an example see Clark and Slater 2006, also published in the Journal of Hy-
dromet.”

The following text will be added in Page 4033, Line 9:

Verification results can be quite sensitive to sampling variability in some cases (Bradley
et al. 2003, Clark et al., 2006). To assess this situation, we assigned confidence limits
to the reliability diagram using a bootstrap technique.

In Page 4036, Line 10:

The reliability diagrams are presented for three discharge thresholds, larger than 0
(Fig 6), than quantile 50 (Fig a) and than quantile 75 (Fig b) of the observation time
series. It is noted that, for some catchments (e.g. watershed 224 and 292), there is an
improvement in the reliability of the ensembles for larger discharges.

4.“It would be interesting at some point to provide some explanation as to why the
uncalibrated multi-model forecasts have poor reliability.. e.g., poor sampling from the
model space, all models wrong for the same reasons, impact of uncertainty in model
inputs that affects all models in the same way, etc. I understand that it is difficult
to pinpoint the causes for poor reliability, but some speculation may be warranted,
especially if it helps define areas for future research.”

We theorize that the lack in reliability in multimodel ensembles simulation (and also in
forecasting) is due to many different sources of uncertainty, namely initial conditions,
meteorological data, and model structure and parameterization.

The following text will be added in the conclusion of the paper (Page 4040, Line 2):

Some scientific questions rest unanswered and need to be investigated in the future.
1) How much model selection influences multimodel performance and reliability? We
suggest constructing multimodel ensembles by using different type of models (e.g. dis-
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tributed, lumped and even neuronal network models). We theorize that such variety
may also improve multimodel ensembles, as the results obtained with different lumped
model structures of this study. 2) How uncertainty in initial conditions, meteorological
data, and model structure propagates during hydrological forecasting? More research
assessing all sources of uncertainty should be carried and emergent tools like partic-
ulate filtering (e.g. Moradkhani et al., 2005) may help identify the uncertainty sources
that should be dealt with in priority.

5.“In terms of calibrating ensembles, it would be good to cite Wood and Schaake (Jour-
nal of Hydromet., 2008, and Johnson and Bowler, Monthly Weather Review, 2009, as
well as the BMA papers (Raftery for theory and Vrugt et al. for hydrological applica-
tions).”

The following text will be added in page 4031, Line 14:

Many methods for post processing the probabilistic forecasts from ensembles have
been proposed, such as the ensemble dressing (i.e., kernel density) approaches (Roul-
ston and Smith, 2003; Wang and Bishop, 2005; Fortin et al., 2006), Bayesian model
averaging (Raftery et al., 2005), nonhomogeneous Gaussian regression (Gneiting et
al., 2005), logistic regression techniques (Hamill et al., 2004; Hamill and Whitaker et
al, 2006), analog techniques (Hamill and Whitaker et al., 2006), forecasting assimila-
tion (Stephenson et al., 2005), statistical postprocess calibration approach (Wood and
Schaake, 2008), variance inflation method (Johnson and Bowler, 2009), and several
others.

6.“This comment is motivated by curiosity: To what extent does including "bad" mod-
els degrade the probabilistic predictions? Can the authors rank the models in each
basin, and present statistics on probabilistic performance when including the best
(1,2,3,...,17) models? This may be of interest to other people as well”.

In Table A, we present the median CRPS obtained with the best ranked models in each
basin. Best results are obtained using 11 models (0.1959) and 10 models (0.1962).
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However, these results are larger than the median CRPS obtained after the optimiza-
tion procedure (0.1850).
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Fig. 1. (Fig.6.) Reliability plots for the same catchments as in Figure 5, for all time series.
Dashed lines depict the 95% confidence interval.
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Fig. 2. (Fig.a.) Reliability plots for the same catchments as in Figure 5, for discharge larger than
quantile 50 of the observation time series. Dashed lines depict the 95% confidence interval.
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Fig. 3. (Fig.b.) Reliability plots for the same catchments as in Figure 5, for discharge larger than
quantile 75 of the observation time series. Dashed lines depict the 95% confidence interval.
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Fig. 4. (Table A.) Median CRPS obtained with the best ranked models in each basin.
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