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The paper presents a method to estimate prediction intervals produced by a hydrologi-
cal model (HBV) through a neural network model. Provided that an ANN can accurately
reproduce model results, the advantage of the approach would be a faster computation
time.

While the approach can be of potential interest for flood forecasting, I find that the
paper requires substantial revisions to really show the advantages and the novelty of
the approach.

First of all, I think the paper is poorly referenced. The approach of simulating a higher
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order model through a lower order model is not new, and this has not been thoroughly
discussed (see for example Young and Ratto, 2009, and references therein). Hence,
I think that the authors should better demonstrate what is new in their approach in
respect to what has been done before.

The other important point, is that the authors compare a neural network model in fore-
cast mode, to a HBV model in hindcast mode. In my opinion, in order to have an
objective comparison, the HBV model should also be run in a forecast mode.

Furthermore, the authors should note that the HBV prediction intervals do not represent
the probability of discharge falling within the intervals. Hence they should clarify their
application in a veiw to flood forecasting.

The authors show how Monte Carlo uniform sampling is an inefficient sampling strat-
egy. There are more efficient sampling strategies such as Markov Chain Monte Carlo
sampling, which are not taken into proper consideration by the authors. Furthermore,
the authors do not mention that when the model is run in a forecast mode, there is no
need to re-run the model for the whole past time series. Prediction intervals can be
estimated in a Bayesian recursive estimation approach (Thiemann et al., 2001).

Finally, I think the paper would benefit from a comparison of the two approaches (HBV
and ANN) using different lead times. It would be interesting to see if ANN, due to their
difficulties of accounting for lag times within the system, have lower performance for
higher lead times.
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