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Abstract

The operational measurement of discharge in medindh large rivers is mostly based on

indirect approaches by converting water stages disoharge on the basis of steady-flow
rating curves. Unfortunately, under unsteady floanditions, this approach does not

guarantee accurate estimation of the dischargeatuthe one hand, to the underlying steady
state assumptions and, on the other hand, to tingreel extrapolation of the rating curve

beyond the range of actual measurements usedfdeiivation.

Historically, several formulae were proposed taectrthe steady-state discharge value and to
approximate the unsteady-flow stage-discharge ioelsttip on the basis of water level
measurements taken at a single cross section, vehsteady state rating curve is available.
However, most of them are either over-simplifiedbaised on approximations that prevent
their generalisation. Moreover these formulae Hzaen rarely tested on cases where their use
becomes essential, namely under unsteady-flow tondicharacterised by wide loop rating

curves.

In the present work, a new approach, based on wnedus stage measurements at two
adjacent cross sections, is introduced and comptoetthe approaches described in the
literature. The comparison has been carried owhamnels with constant or spatially variable
geometry under a wide range of flood wave and ezt slope conditions. The results clearly
show the improvement in the discharge estimatioth e reduction of estimation errors

obtainable using the proposed approach.



1 Introduction

Discharge measurement is an issue of major impoetéor the evaluation of water balance at
catchment scale, for the design of water-contrdl @nveyance structures, for rainfall-runoff

and flood routing model calibration and validation.

Although several direct measurement approaches, eqyy indirect approaches tend to be
used operationally in medium and large rivers. Ugudischarge estimates are based on a
one-to-one stage-discharge relationship, or st@adyrating curve, which is derived on the
basis of a number of simultaneous stage and digehaeasurements. A measure of stage is
then directly converted into discharge by mearthefdeveloped rating curve.

Such an approach can be considered adequate foreai under steady-flow conditions, and
also under unsteady-flow conditions, when flood @sashow a marked kinematic behaviour,
which generally corresponds to rivers with steep Slepes (> 18). In all other cases the
variable energy slope, associated with the dynanatia and pressure forces relevant to the
unsteady flow discharge, lead to the formation biysteretic rating curve also known as the
loop-rating curve (Jones, 1916; Chow, 1959; Heraderd966; Fread, 1975). This implies
that the steady-flow rating curve is no longer isight and adequate to describe the real
stage-discharge relationship. Recently, with a moak study on the River Po, Di
Baldassarre and Montanari (2008) showed that tkeofishe steady-flow rating curve may
lead to major errors in discharge estimation whgnificant flood waves occur, which may
be greater than 15%, and that another significaot & produced by the extrapolation of the
rating curve beyond the range of measurementsfosés derivation.

In addition to the water balance error induced hmy hiysteretic effect and the extrapolation,
another error occurs that may strongly affect tlaibcation and the verification of

hydrological models: if calibration is made usingatharge values derived from a steady-flow
rating curve, then the estimated time of peak disph will be wrong, because, under
unsteady flow conditions, the peak discharge ocbefsre the maximum water stage, and

this delay can be significant (several hours) iryveild river slope conditions.

Schmidt and Garcia (2003) described different mathbistorically used to overcome this
problem; these methods mainly consist of empiraclistments of the rating curve, derived
from experimental data, while, less frequently, eesly in river reaches affected by

backwater effects, estimations are adjusted usingfexence value of water surface slope,



computed as the “fall”, or difference in water |levetween the section of interest and a

second reference section, where stage is knowrs¢Hgr 1995).

Aside from more or less empirical approaches, s¢Vermulae based on full or simplified
dynamic flow equations have been developed to artdou the observed hysteresis in stage-
discharge relationship. Unfortunately, very few @amsons of the different methods can be
found in the literature (Perumal and Moramarco, )0&ome of these methods explicitly
account for the water surface slope using stagesumnements in two reference sections, while
a larger number of authors, for practical reasams)vert the surface slope into a time
derivative, which is then estimated using successmter stage measurements at the same
cross section where a rating curve is availablevél@r, most formulations were, on one
hand, obtained under restrictive hypotheses on #odiriver bed geometry, thus reducing the
possibilities for operational applications (Schmadid Yen, 2002; Perumal et al., 2004), and,
on the other hand, rarely tested to verify thelidity range.

In this paper, after an excursus on the histogicaloposed approaches, an alternative
methodology is introduced, which explicitly accamrior the longitudinal variation of the
water surface slope, through the use of couplesnafiltaneous water stage measurements at
two adjacent cross sections. Such procedure, wdigdh requires the geometrical description
of the two cross sections, allows for the applaratof the full dynamic flow equations

without restrictive hypotheses.

The proposed methodology is fully described andmamed, on the basis of several test bed
experiments, to the wide variety of existing apphess that can be found in the literature.

2 Data and Methods

All the methods presented in this paper derive fritra 1D shallow water momentum

equation, by disregarding one or more terms:
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the pressure force term;
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t, the time coordinate [sk, the longitudinal distance along the reach [ynihe water depth
[m]; z the water surface elevation above a horizorasird [m]; A, the wetted area [fh Q,
the river discharge [fs]; g, the gravity acceleration [m?f and B, the Boussinesq

momentum coefficient.

Please note that, following the findings of Gasiski and Szymkiewicz (2007), Eq. (1), is
written in conservative form, by keeping under therivation sign the non-linear terms

appearing in the convective and the local acceteraerms.

As previously stated, all the formulae which tryptovide improved discharge estimates from
water level measurements, basically derive from Y. A comprehensive bibliography of
existing methods for unsteady flow discharge edionacan be found in Fenton and Keller
(2001), and Petersen-@verleir (2006). As discussele sequel, several other authors have
also proposed original formulae or modificationgtevious formulae (see Sections 2.1 and
2.2), while others have carried out comparisongv@aluations of existing formulae, using
both numerical simulation or measured data in ativers (see Section 2.3).

In this paper, given the large number of availdbtenulae, it was preferred to present them in
chronological order. Moreover, for reasons of sp#uoe analytical derivation of each formula
from the original dynamic flow equation has beenitted, but can be easily found in the
referenced works. Finally, for the sake of clasgme of the original symbols were converted
in order to preserve consistency all throughout paper, and the complete list of symbols

used is provided in Appendix A.



2.1  Estimation methods based on stage measurements at a single section

2.1.1 Jones Formula

Among the formulae existing in the literature, trenes formula is, without any doubt, the
most well-known. Jones (1915) used the Chezy eguaif friction slope and a geometric
analysis to estimate the water-surface slope basethe surface velocity and the rate of

change of the stage at the gauge. Consequenthgaaysflow discharge can be computed as:
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in which, Q; is the “reference” discharge for the given stageis the “reference” water-
surface slope ants is the surface velocity, which Jones defined a&s rtiean velocityJ
divided by 0.90 for large streams and divided b§50for smaller streams. According to
Jones, EQ. (2) needs to be calibrated by meas&ingder different flow conditions and in
presence of a constant discharge. Therefprmay be set equal to the steady flow discharge

Qo

Since its publication, the Jones formula has bkerstibject of many research works, either as
the starting point for obtaining more accurate é&qusa, or for establishing a general
applicability criterion; a number of these worke &erein reviewed. Chow (1959) found that
the Jones formula can be derived from the momerEgm(1) by neglecting the convective
and local acceleration terms and assuming thafltioel wave moves downstream with a
constant velocity and without changing its profilee so-called “uniform-progressive” flow);

if the steady flow condition is uniform flow, in widn § = S, Eq. (2) may be rewritten as:
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where the kinematic wave celeritycan be approximated from its definition (Chow (2P5
and Henderson (1966)):
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Equation (3) is the standard form of Jones fornand has been used in almost all of the

successive works. Perumal and Ranga Raju (1998j)gubout that if Eq. (3) may be regarded



as the approximate convection—diffusion (ACD) egumgtwhich has the same form as that of
the kinematic wave equation, it can therefore lelue describe the flood wave characterized

by a narrow loop.

2.1.2 Henderson Formula

Henderson (1966) proposed a modification of Eq.tfBpugh the introduction of a term,

based on a parabolic approximation of flood waveictvaccounts for wave subsidence:
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wherer = s,/(dy/dx) is the ratio of the channel bottom slope to thtermg wave slope.

According to Henderson (1966), the terroan be approximated from the characteristics of a
typical flood event for the concerned reacls therefore given by the ratio of wave height to
its half-length, the latter computed from the prcidef average wave celerityand the time to
peak stage (the typical wave is assumed to be latiem

2.1.3 Di Silvio Formula

Di Silvio (1969) used a triangular approximationtbé flood wave and the hypothesis of
narrow loop in the rating curve to obtain a formitda discharge estimation; for the rising

limb the relation is:
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while in the receding limb it is:
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In Egs (6) and (7 = 0 (1 Rﬁj Qv andQ, are the base and the peak discharge of the

flood wave; T ie and T;eceing @re the duration of the rising and receding lirespectivelyA,

andR, are the area and hydraulic radius values correspgrio peak dischargg; is the

mean between area values corresponding to bageeakdlischargean is the exponent of the

6



hydraulic radius in the friction law used (for iaste, when using Chézy expression,1/2);
p is the exponent of the wetted area in the frictiaw used (for instance, when using

Manning expressiomp=2).

2.1.4 Fread Formula

Fread (1975), using the same approximation fosffaee derivative introduced by Henderson
(1966), derived a hysteretic rating curve modeirfrihe full one-dimensional unsteady flow
equations. The proposed formulation allows the attatpn of either the dischar@g or the

water stage as a function of the time derivative of the othariable:

Q—K{sO {i{l—iJ BQ}§+1AU + 2% (1— BQ;H =0 (8)
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where —5 3R2 a—y andr is the ratio of the channel bottom slope to thesmmg

wave slope, which can be computed using the foligwaxpression, similar to that proposed

by Henderson for Eqg. (5):
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whereQyp , Qp andx are defined as for Egs (6) and (T)x is the duration of rising limb

expressed in daykh;, and Iy are the water stages corresponding to base akdiedharge.

The underlying hypotheses of Eqg. (8) are correckimematic or quasi kinematic flow
conditions, and in wide channels with approximatsnstant width (Fread, 1975). Also note

that Eq. (8) is implicit and therefore must be sdlvia iterative methods.

2.1.5 Marchi Formula

Marchi (1976) proposed the following simplified agbnship for estimating the unsteady-

flow rating curve:

Q=Q, (10)
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The derivation of Eq. (10) can also be found inuRel and Moramarco (2005). Eg. (10) can
be obtained through a kinematic approximation ohmantum equation, which leads to the

following differential equation:
0Q

A=AQ)-n—= (11)
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wheren is practically a constant.

2.1.6 Faye and Cherry Formula

The method developed by Faye and Cherry (1980) owsalboth momentum and continuity
equations to obtain a single expression in whieh ghessure gradiedy/0dXis substituted
using the kinematic wave approximation, under tiygokhesis of stable wave profile during

the downstream routing. Evaluation of such expogsdiy finite-difference approximation

leads to the following quadratic equation:
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In Eq. (12), 0U and Ot are evaluated by backward difference aproximatiand 9y is

evaluated by a central-difference approximatione Hubscripts indicate the time step at

which variables have to be computed.

2.1.7 Lamberti and Pilati Formulae

Lamberti and Pilati (1990) developed two equatidiesigned to compute the difference

between steady and unsteady flow rating curves:

0z
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where T, = 2 v 12 5 ; a and b are first and
(Q+Q,)s,Bc (Q+Q,)s,Be
Qo) ~ Qo
second order incremental ratios defined as a=— 2At0(t 280 ,

Qo) = 2Q0(-a0) + Qoge-
= <00 OZtA;) 2. s is the water surface slop@z/dx, which can be

approximated by bed slofss. Both formulae can be solved without iteratiorsng the terms

b

T, andT, computed in the previous time step.

Equations (13) and (14) can be applied in kinematiquasi kinematic conditions, that is, in
presence of narrow loops of the rating curve, waithaximum difference between unsteady
and steady flow rating curve of about 10%. The argtlprovided a quantitative criterion to

establish the ratiQ/Qo from channel and wave characteristics:

Q_~2n
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whereT; is the characteristic channel time, as definedEgs. (13) and (14), anbi is the

duration of the wave rising limb.

2.1.8 Fenton Formulae

Fenton (1999) worked on the complete shallow watgrations, reducing them to a single
expression in which space derivatives are substlitby time derivatives using a polynomial
Taylor series. The complete procedure can be fannEenton and Keller (2001). Fenton
proposed two formulations: the first one may beardgd as an extension of Jones formula

which includes a diffusive term.:

1/2
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whereD = % is the diffusion coefficient.

The second proposed expression includes a thiet cirde derivative of the water stage:
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where the term G is given by:

G- D(gA/B+pU(c-U))

oAV, /K|

2.1.9 Perumal Formulae

(18)

Perumal and Ranga Raju (1999), and Perumal e2@04{ refined the time derivative of the
Jones formula by incorporating expressions for itiextial forces of the one-dimensional
momentum equation. They obtained two different egpions for unsteady-flow rating curve:

the first one has the following form:

2 1/2
1 dy 2 2o ORIy
=Qy 1+ ——=|1-mFr° P ——=
Q Q"[ S.c Ot{ (GA/Oy (19)

wherem is the exponent of the hydraulic radius in thetion law used (as in Section 2.1.3
Eq. (7)); the second equation is:

1/2
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Perumal et al. (2004) also identified a criteriorestablish the suitability of Egs. (3), (19) and
(20), as a function of bed and wave slopes; acangrth the authors, the estimation given by
these methods may be considered good if the fatigwondition holds:

ERY

<05
S, 0X (21)

2.2  Approaches based on simultaneous stage measurements

2.2.1 Chow Formula

Many authors presented a general discussion owermnthgnitude of the different terms
composing Eq. (1) (see Henderson, 1966; TodiniBwski, 1986; Lamberti and Pilati, 1996;
Schmidt and Yen, 2003). In most rivers, during @d event the local and the convective
acceleration terms in Eq. (1) can be neglectedusectheir values range from one tenth to

one hundredth of the other terms appearing in do@teon.
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By neglecting the convective and the local accélmmaerms, a parabolic approximation of

the full de Saint Venant equations can be obtaiwhith leads to the expression:

Q= K{S0 "%ﬂ (22)

Equation (22) was first obtained by Chow (1959)emigbth hypotheses of prismatic channel
and uniformly progressive wave. As previously state Sect. (2.1.1), when the flood wave
behaves as a kinematic wave the longitudinal gradiEwater stage can be directly related to

the time derivative of the stage, by means of therkatic celerity:

oy __1%

ox  cot (23)

from which the Eqg. (2), that is, the Jones formoém be derived. Therefore, the Jones
formula can be regarded as an approximation opdéinabolic assumptions used by Chow, and

is valid when approaching the kinematic conditierpressed by Eq. (23).

2.2.2 The stage-fall-discharge method

This method is described in detail by Herschy (3988d is a way to correct the steady flow
rating curve in channels influenced by backwatenddamons; the method requires direct
measurements of the “fall”, that is, the differencewater surface level measured between
two sections. The expression is:

1/2
Q. (ij (24)
Q S
where S, is the water surface slope afdis a reference fall corresponding to steady flow
rating curve Qo. According to HerschyS may be assumed either as constant where
backwater effects are always present, or variablhis is not the case; the author also

describes a procedure for the calibration in bbéhdases, using measured values of stage, fall

and discharge.

Although Herschy does not provide a theoreticakbemund for Eq (24), Fenton and Keller
(2001) point out that the equation derives from @eezy law, and the same expression may
also be found in Jones (1915) as the starting gomthe development of Eq. (3). Also, the
stage-fall-discharge method may be derived from (E8): it is easy to demonstrate if one

11



divides between them the two expressions for steadgt unsteady flow discharge,
respectivelyQ, = K/S, andQ =K,/S, , computed for the same water depth value.
However, as stated in Sect (2.2.2), a more compbgbeession would involve the convective

acceleration for friction slope computation. Therefthe stage-fall-discharge method should
be rewritten as in Schmidt and Yen (2002):

1/2
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where the subscript indicates that computation must be referred tostieady flow rating

curve, taken as the reference.

2.2.3 The proposed DyRaC Formula

Given that parabolic approximation may be not léan non prismatic channels, where the
effect of longitudinal variation of cross sectiomgay mean that the convective acceleration
term in Eqg. (1) becomes of the same magnitude esttier terms (Schmidt and Yen, 2002),
Eq. (1) can be used directly to derive the dynaraiing curve. Alternatively, when the

parabolic approximation is sufficiently accuratg, ieglecting the local acceleration term, it

Is possible to derive the dynamic rating curve fiibin following equation:

QZ

d <
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(26)

as given in Arico et al. (2008), Dottori et al. ().

In any case, the proposed approach basically nsglee continuity of mass equation between
the two cross sections on which Eq. (1) (or Eq.))2$ applied, by assuming (1) that no

significant discharge enters (or leaves) the rdstiveen the two adjacent sections, and (2)
the two cross sections are close enough to acbephypothesis thaQ/ox JO. On these

grounds it is then possible to discretise Eq. @)mMeen the upstream and the downstream
cross sections, to obtain:

12
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or, by neglecting the local acceleration as in(28), to obtain:
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Please note that Eq. (28) is none other than #redatd equation used for the estimation of

QZ
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(2-2)+5
the water surface profile under steady (but nofoam) flow assumptions.

In Equations (27) and (28), the upstream and doeast conveyance valu&sg and Ky can
be computed assuming a constant energy slope #hengross section (Chow, 1958). Each
cross section is divided in k subsections, each wanveyancé;, and the total conveyance

can be expressed as a function of the correspomsdingection conveyances, as:

a k 3 l k 23
K=D K =22 AR (29)
while the Boussinesq momentum coefficient can tienased as:
k 2
i
v’ (a)da A
[V (@) 2

Q*/A K (30)
A

13:

wherev(a) represents the velocity at an infinitesimal elenwdithe wetted area of the cross

section.

Please note that the distance between the twoeadjgections must be sufficiently small to
allow for the constant flow rate assumption to balistic, but at the same time it must be
sufficiently large to allow the difference in watstage to be greater than the measurement

instrument sensitivity and the water elevationtihations.

Eq. (28) can be solved explicitly with respecttoto give:

13
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Once the water levels in the upstream and dowmstrgsctions are measured, for a given

Q:

roughness all the terms of Eq. (31) are known ametion of the water stage. Therefore the
equation can be used, similarly to a standard gatarve, to dynamically estimate the

discharge values as a function of the water lesekall as of the water surface slope, which
continuously varies in time. This differs from thse of the classic steady-flow rating curve,
which only depends on the water depth by implicagsuming an average, but constant in
time, water surface slope. Therefore, due to iteadyic nature, in this paper the new approach

will be called the Dynamic Rating Curve (DyRaC).

Whenever needed, namely when the local acceleration is not negligible, the DyRaC

expression can be expanded by re-deriving it fram(E7), to give:

2(zJ—zd)-(X”_x")aaltj
Q= J
)Ly LA A (32)
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where the time derivatived(Q/A)/dt, can be approximated using the incremental ratio
AJ/4 , wheredt is the sampling time step andl is the average velocity within the reach,

which can be estimated &s=2Q/(A, +A,), which leads to:

— _()%_Xd)g_at—gt
QO (5 72) 9 4
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whereU,_, =2Q_, /(A +A,)._, is the average velocity computed at the previaus finterval.

As opposed to Eg. (31), which is explicit in terwfsdischarge, Eqg. (33) must be solved
iteratively. This can be easily done using a simplewton-Raphson approach, which

converges to the required accuracy in a very lidnitember of iterations (~5-6).
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Nonetheless, it will be shown that the results ioletd using Eq. (31) are already adequate to

accurately estimate the discharge in natural rivers

2.3 Design and preparation of numerical experiments

As described in Sections 2.1 and 2.2, several mdsthar unsteady flow discharge have been
developed and are available in the literature; hamethe literature does not offer useful
criteria for a comprehensive evaluation of methaus, for identifying the most appropriate

ones, for the different application conditions.

What mainly emerges from the literature is a ladk publications dealing with a
comprehensive comparison of the different methdderumal and Moramarco (2005)
addressed this issue but their analysis was limibeew methods, either well-known or

developed by the authors themselves.

In terms of application conditions and ranges, ppears that most methods have been
designed to provide unsteady flow discharge estimain kinematic or quasi kinematic
conditions; in such conditions, due to the limiguplitude of the unsteady flow loop, the
proposed correction formulae produce limited imgroents with respect to what is obtained
using the steady flow rating curve. Other methold® aise the restrictive hypothesis of
constant width channel, which limits their operatibuse in natural rivers.

Moreover, the issue of practical application ofsthenethods appears to be seldom addressed
in the literature. Few works present an extensiperational use of discharge estimation
formulae in natural rivers. Barbetta et al. (2088) Franchini and Ravagnani (2007) carried
out formulae applications in quasi kinematic floanditions, resulting, as mentioned earlier,
in limited improvements. In a few cases, formulasséh been applied to flood waves
characterized by wide loop rating curves (Fread/51%aye and Cherry, 1980; Petersen-
@verleir (2006) while other authors address theasst formulae evaluation using numerical
experiments (Lamberti e Pilati, 1990; Fenton, 1¥&umal et al., 2004).

Therefore, one of the objectives of the presenep#pto compare the existing methods and
to test their reliability under different applicati conditions. Thus, a number of numerical
experiments were set up, to simulate a wide rarigdow conditions over channels with

different bed slope and geometry. These experimeaieh attempt to reproduce hydraulic

conditions observed in natural rivers, are sumradrie Table 1.
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Table 1. Characteristics of numerical experimerts.all the experiments, Manning’'s

roughness has been set equal to 0.038sm

Cross section geometry Bed slope Time to p&aak discharge

(m’s?)
Case 1l Rectangular, 50m width 10 24 hours 900
Case 2 Rectangular, 50m width 5910 24 hours 900
Case 3 Rectangular, 50m width 2810 72 hours 900
Case 4 Rectangular, 50m width 2810 24 hours 900
Case 5 Rectangular, 50m width 10 72 hours 900
Case 6 Rectangular, 50m width ™10 24 hours 900
Case 7 Rectangular, 400m width 5910 168 hours 10,000
Case 8 Rectangular, 400m width 2.5%10 168 hours 10,000
Case 9 Variable 10 24 hours 900
Case 10 Irregular 210 24 hours 900
Case 11 Irregular 10 24 hours 900

The values of bed slope used in the experimentsfuam 103 (steep slope) to 2.5¢Pqvery
mild slope), including the intermediate values €f®', 2+10*, 10* and 5+10; three types of
wave were used in the simulations: a fast wave waitiising time of 24 hours and a peak
discharge of 900 fs?, a medium wave with a rising time of 72 hours angeak discharge
of 900 nis* and a slow wave with a rising time of 168 hourd ampeak discharge of 10,000
m3s™. The choice of the bed slope values and the fleade characteristics was made bearing
in mind the results of numerical experiments cdrmait in previous works (Lamberti and
Pilati, 1990; Perumal et al., 2004), in order talgse not only typically kinematic or quasi
kinematic flow conditions, but also to explore ttange between kinematic and parabolic

flow conditions.
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In addition, the values of peak discharge, floodrevduration and channel geometry were
chosen as a function of bed slope values, in daleecreate flow conditions close to those
which usually take place in natural rivers; for exde, the channels with a bed slope of
5e10°and 2.5¢10 have a section width of 400 m, much larger thandther channels with

steeper bed slopes. The geometry of channels ndbe inumerical experiments is described
in more detail in the sequel: cases from 1 to &teeto a channel with rectangular cross
sections and constant width; cases 9, 10 and 1% wwroduced to assess the different
expressions under variability of cross sectionsl ianparticular case 9 is characterised by a
cross section changing from rectangular to tragpwhile cases 10 and 11 relate to a

channel with irregular cross sections (Fig. 1)o@ might expect from natural water courses.

28 28
£23 — £23
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218 / 218 :
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Horizontal coordinate (m) Horizontal coordinate (m)

Figure 1.Case 10: upstream (left) and downstream (rightys®ctions in the channel reach

where discharge has been estimated; distance bethvedéwo section is 1 km.

The flood waves were generated in all the casegjuke following expression:

QN =Q, +(Q, —Qb){Tiexc{ 1—%}] (34)

p

whereQy is the base flow discharge (equal to 108 hin all cases)T, the time to peak flow,
Qo the peak discharge agda coefficient assumed to be equal to 16. Pleasethat the term

in square parenthesis in Eq. (34) is raised to pd®eThis produces waves that, although the
time to peak i, will grow infinitesimally for many hours, and wilppear as waves with a

raising limb of a time duration significantly shertthanT,, as can be noticed from the
resulting figures.
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All the simulations were made using two well-knod2 hydraulic models, Hec-Ras (HEC,
2001) and Mikell (DHI, 2003), in order to assessrtHiability of the results. The results of
the simulations using the two models proved to eey\similar in all cases both in terms
discharge and stage values. These results weretdkes as the “true” values in order to
assess the validity of the different formulae.

2.4 Formulae assessment

Before comparing the different approaches, theability of each method was assessed
according to the criteria established by the awwthmr by other researchers in successive

works.

The suitability of the Jones formula (Eqg. (3)) ardierived formulae presented by Perumal et
al. (2004, Eqg. (19) and (20)) were evaluated ugimg criterion expressed by Eg. (21),
computed for all the simulation time steps; appimes show that these formulae should
provide acceptable discharge values in cases flwWkage over steep river bed slope), 2 (fast
wave over medium river bed slope) and 3 (mediumenaxer medium-mild river bed slope);
in cases 4 (fast wave over medium-mild river bega) and 5 (medium wave over mild river
bed slope) the values obtained using criterion @f 1) are occasionally greater than the
threshold value, which means that estimation cbeldbcally inexact, while in the remaining
cases the results from formulae are expected tmbaliable. According to the analysis made
by Perumal and Moramarco (2005), the same resudtg aso be considered valid for the

Marchi and Fenton formulae (Egs. 10, 16 and 17).

The Di Silvio formula (Egs. 6 and 7) was not evédda since it requires the knowledge of
flood wave peak and duration in order to be appliedt is, it can not be operationally used in

real time, although it could be used after thedlpeak has passed.

An analogous procedure was applied for the two wopumdeveloped by Lamberti and Pilati
(1990, Egs. 13 and 14); according to the critegoren by Eq. (15), these formulae should
correctly estimate the discharge in cases 1, Zamdhile in remaining cases the results would

be incorrect.

Henderson (1966) did not provide a quantitativéeaon for his formula, neither did Fread
(1975) and Faye and Cherry (1980); however, theseetequations (Eg. 5, 8 and 12
respectively), share the hypotheses of kinematievapproximation and stable wave profile

during the downstream translation. Therefore whechshypotheses are no longer valid
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significant errors are expected: namely in casé€tagt wave over medium-mild river bed
slope), 6 (fast wave over mild river bed slope)nd & (slow wave over very mild river bed

slope).

Finally, the DyRaC formulae (Egs. (31) and (33)¢ #neoretically reliable under all flow
conditions, in particular Eq. (33) is needed whes influence of the local acceleration term
in Eq. (31) is not negligible, since this term magcome significant in channels and rivers

with very mild slopes subject to fast rising flomdves (hyperbolic flood wave conditions).

0.01 ; . . ; ; 0.01
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© ©

> 0 (g 0
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Figure 2. Case 6 (left) and 8 (right); time evalatiof Ra, the ratio between local acceleration

term (1/g)[ 3(Q/A)/at] and hydraulic head slopél / 0, expressed as a function of the rate of

change in water depély / ot .

Several simulations were carried out in order gess the relevance of the local acceleration
term in the numerical experiments used to evalubte effectiveness of the different
equations. The results are presented in Figs. @&2bnin terms oRa, the ratio of the local
acceleration term and the hydraulic head slope.fiDuees relate to cases 6 and 8, wheae
reaches its maximum values. As can be seen fronfighees, the local acceleration term is
always negligible, sincBa, which is plotted versus the hydraulic head slogehes at most
1% of the latter. Therefore, due to the very smahnitude of the local acceleration term in
all the reported experiments, which were chosesecko natural flood wave conditions in
rivers, Eq. (31) was always used instead of Eq). ¢8&e it provides the same results, without
requiring an iterative solution. Moreover, it shiblle noted that the waves simulated in cases
6 and 8 are significantly faster than flood waveseagally taking place in natural rivers with
similar bed slopes. For example, the bed slopdeffinal reach of the River Po in Italy is

19



around 5¢10, while at the same time, the rising time of tteofl waves is generally longer
than one week (168 h), with a rate of change igestf few cm H. Therefore, although Eq.
(33) can always be used when the inertial term fesosignificant, it must be stressed that
Eq. (31) can probably be applied, for practicalrapenal purposes, on all types of natural

rivers and under all flood conditions.

2.5 Operational estimation of discharge in natural rivers

Another topic of major relevance is the reliabildlthe reviewed methods under operational
conditions. Generally, the formulae presented is tfaper were tested using high precision
data from numerical or laboratory experiments, bgsuaing perfect water stage
measurements, whereas operationally water stagsumsgaents in natural rivers are generally
affected by measurement errors (typically arountl @m) in terms of instrument precision,
while local oscillations of the water surface cald @additional uncertainty; as a consequence
it is not possible to arrive at a correct estinwdtéhe real discharge using single instantaneous

measurements.

An alternative methodology to provide reliable msties can be applied by installing gauge
stations with sensors capable of carrying out abermof discharge estimates in a limited

amount of time (a few minutes), during which disgjgacan be considered as constant. This
permits an iterative computation of the expectddevaf discharge(Q), using the following

equation:
HQ=120,Q 450 (35)

Where i is the number of measurement is the i-th computed discharge value;

K (Q) andy,,(Q) are the mean values computed usingafd (-1) measurements. The

standard deviation of the computed values mayla¢sestimated as:

7.(Q) =1 (Q)-#(Q) (36)

Where L, (Q?) is the mean of square values@f estimatedusing the following recursive

equation:

HQ@) =, @)+ Q7 (37)
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The accuracy of the estimated mean value of digehiar given by the standard deviation of

the mean, defined as:
_a.(Q)

As can be seen from Eg. (38), the uncertainty efdktimation ofQ improves at each new
measure, so that the procedure can be iteratetl thatierror of estimation falls below a

required precision.

The effectiveness of the proposed methodology neeisto be tested by showing the actual
number of iterations required to reach an acceptldel of precision, which, for practical
purposes, must be limited. In the present papex, nfethodology has been assessed by
applying the following procedure: the referenceueal of water stage (computed by the
hydraulic model as stated in Section 2.3) wereupleed by adding a random error, computed
using a Gaussian distribution with zero mean arstaadard deviation of/5 cm, roughly
comparable with an error deriving from the accuratwater stage sensors (x1 cm) and from
the water surface oscillations (x2 cm). For eanfetstep a set of perturbed stage values was
produced to simulate a series of continuous sensessurements. Then the procedure,
starting from a minimum number of 10 and 20 couplesimultaneous stage measurements

was iterated until the standard deviation(x (Q)) reached a value smaller than 5% with
respect to the mean(Q). This was done by defining the following indicatby,, which

interrupted the calculation when < 0.05:

A )
alu /’[| (Q) (39)

A similar approach can also be used to estimateighness-depth relationship given a series
of discharge measures and, for each discharge neebgalue, several simultaneous couples
of water stage measurements; it is worth noting shaumber of investigations pointed out
the need of relating roughness value with watethdbp calibrating a continuous relationship
(Simons and Richardson, 1961; Fread, 1975); suntedures have been used with very good
results in a previous application of DyRaC methodwl(Dottori et al., 2008).
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Once the roughness-depth relationship is estalljshe conveyance can be easily computed
for each water depth values, given the knowledgerads section geometry from which area,

width and wetted perimeter can be derived.

3 Analysis of results

The estimated discharge values produced by theerdiif formulae were evaluated by
comparing the mean error and the error varianck mispect to the discharge “true” values,
namely the ones computed by using the hydraulicah@ection 2.3), taken as “true”. In a
first set of experiments (Sections 3.1 and 3.2)vth&er stage measurements were considered
as “perfect”, namely not affected by measuremerdrer The effect of measurement errors

was then assessed and is discussed in Section 3.3

3.1 Comparison on channels with prismatic constant section

Figures 3 and 4 show the mean error and the eamwance of the succession in time of the
discharge estimates produced by the alternativadtare for cases 3, 4, 5 and 6; the values
obtained for the other cases were not representetlaw a clearer representation of results
since the values were either very low (for casasd 2) or very high (for cases 7 and 8) with
respect to those presented in the two graphs. driaad, some of the formulae were omitted

because of the strong similarities existing amadmgnt for instance Eq. (19) parameters
almost coincide with those of the Jones formula gwhich was also found in a previous

analysis work by Perumal et al. (2004).

Moreover, in all cases from 1 to 8 the Chow and B@Rformulae (Eqgs. (22) and (31)
respectively) gave the same results, which is ngirssing given the use of prismatic cross
sections. Finally, results from stage-fall-discleargethod (Eq. 24) are always equal to those
of the Chow formula (Eq. (22)).
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As expected, the ability of the different equatidmsestimate discharge strongly depends on
the channel and flood wave characteristics.

In cases 1 and 2 (fast wave over steep and meduembred slope), the mean error is always
below 2 nis™ for all the formulae and the percentage erropeak are less than 1.2%, which
means that the “true” values are all very well ogjuced. However this is also true for the
values given by the steady-flow rating curve: tieeldarge-level hydrograph (Fig. 5, left) and
the comparison between steady and unsteady flowgraurves (Fig. 5, right) for case 2

shows the absence of a significant loop, which iespthat flow conditions can be considered
guasi kinematic.
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Figure 5. Case 2 (channel with bed bottom slop@%-tvave with a 24 hour rising time
period); left: estimated and “true” discharges loggtaph; right: estimated and “true” rating

curves. DyRaC values coincide almost exactly vhtin’true’ curve.

In cases 3 (medium wave over medium-mild river slege), 4 (fast wave over medium-mild
river bed slope), 5 (medium wave over mild rived Iséope) and 7 (slow wave over mild river
bed slope), the degree of accuracy is more varigihee incoming waves become
progressively steeper with respect to bed bottapesinonetheless, it can be seen that the
DyRaC formula (Eg. 31) maintains a very low erratet and that Perumal 2 (Eg. 20),

Henderson (Eg. 5) and Fread (Eq. 8) formulae perfightly better than other ones (see the
hydrographs of case 4 presented in Fig. 6).
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Figure 6. Case 4 (channel with bed bottom slop@®%-tvave with a 24 hour rising time
period): estimated and “true” discharges hydrographow and DyRaC values coincide

almost exactly with the 'true’ curve.

The performances given by Henderson and Fread faem(Egs. 5 and 8) are strongly
dependent on the corrective coefficigntwhich is a function of a so-called “typical” or
reference wave for the concerned reach (see Egir®e it is not possible to set a reference
wave for the channels used in the simulatiansyas computed for each case from the
incoming wave characteristics. Such a procedurioagh it produces good results in
theoretical cases, can only be applied in natuvars to reconstruct the flood hydrograph

after the event has passed, and not for an opeahtim-line discharge measurement.

The improved performance of Perumal 2 formula (&). with respect to the others was also

found by Perumal and Moramarco (2005), using sinmianerical experiments.

In case 6 (fast wave over mild river bed slopeg #iccuracy of formulae based on single

section measurements decreases significantly, acam see from the observation of mean
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error values (Fig 3) and from the hydrographs (FFig.lastly, analysis of case 8 (slow wave
over very mild river bed slope) shows that, in fescwith a very mild bed slope, none of the
formulae using single water stage measurementles tabcorrectly estimate the discharge
(Fig. 8). On the other hand, even in the preserfcéast flood waves, formulae using

simultaneous couples of water stage measuremémshe Chow (Eq. 22) and DyRaC (Eg.

31) formulae, provide accurate estimation, withaximum error of the order of 1%.
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Figure 7.Case 6 (channel with bed bottom slop& Wave with a 24 hour rising time period):
estimated and “true” discharges hydrograph. Chow ByRaC values coincide almost

exactly with the 'true’ curve.
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Figure 8. Case 8 (channel with bed bottom slopel@®wvave with a 168 hour rising time
period): estimated and “true” discharges hydrographow and DyRaC values coincide

almost exactly with the 'true’ curve.

3.2 Comparison on channels with spatially variable sections

The analysis of results in cases 1 to 8 showstileaChow and DyRaC formulae (Egs. (22)
and (31)) provide almost coincident results whealidg with prismatic channels; however,
as pointed out by Schmidt and Yen (2002), in n&tuvars Eq. (22) may become incorrect if
the longitudinal section variation makes the coftivecacceleration terms relevant. The
magnitude of this term has been evaluated using§ bBothannel with varying prismatic
sections (case 9) and a channel with irregulai@ecicases 10 and 11); Figure 9 illustrates
flood hydrographs for cases 9 (left) and 11 (rigin)l, as can be seen, only the Jones, Chow
and DyRaC formulae have been represented, alorythet exact discharge and the steady

flow rating curve.
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In both cases, unlike the DyRaC formula (Eq. 3¢ €how approximation (Eq. 22) is not
able to return the correct discharge hydrograpmciEgit may be inferred that the parabolic
approximation, which implies neglecting both thewective and the local acceleration terms,
used in Eg. (22) can seldom be applied to dischasgenation in natural rivers unless the
river reach involved is characterised by constang sections.
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Figure 9. On the left: estimated and “true” disgjear hydrograph for case 9 (channel with bed
bottom slope 10, and variable prismatic cross section); on thatrigstimated and “true”
discharges hydrograph for case 11 (channel withbogimm slope 16, and variable irregular
Cross section)

3.3 Measurement accuracy influence on discharge estimation

The methodology described in Section 2.5 has bpphea to case 10, which uses irregular
cross sections, to simulate a typical operatiosalaf the DyRaC formula (Eq. 31). Figure 10
shows the resulting hydrograph compared to thee*tualue and to the one derived from the

steady-flow rating curve (top left); the values Igf,, the cut-off indicator, obtained at each
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time step (top right), the error rate (bottom left)d the number of measurements needed to

reach the required precision of 5% of, (bottom right). As can be seen, even when

initialising the estimation process with a minimumamber of samples (10) the required
precision is automatically reached; only in a ledinumber of cases are more measurements
necessary. Please note that in order to “filte€’ water oscillations measures should be taken
at random time intervals, with an average delagirapfrom 1 to 5 seconds. Therefore, the
results obtained imply that even in the worst caseBscharge value can be operationally
estimated in a couple of minutes. Also note thatektimation accuracy can be improved by
increasing the number of initial samples; the gsaphFig.11 show the results obtained using
a minimum of 20 samples for each time step: asbmarseen, the error rate significantly

decreases with respect to the previous examplersho®ig. 10.

Although the described procedure should be operaitip verified in real world applications,
the results presented in this work are very pramgigind it is reasonable to believe that the

DyRaC approach can be successfully applied in matsiral rivers.
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Figure 10. Case 10 with error affected stage measemts; top-left: estimated and “true”
discharges hydrograph; top-right: computed valdeth® cut-off indicatorl,, ; bottom-left:
normalised discharge estimation error (estimatimoredivided by “true” value); bottom-
right: number of measurement samples needed td thacrequired accuracy: the minimum

number for each time step is set to 10.

TR0 ro S

5%

ol

discharge(m3 5'1)

24 48 72 24 48 72
time(hours)

error on Ot

] ] ]
- [s7] [s=]
T T T

I

nCiterations

N
N

[\
(=]

. | 1.

24 48 72
time(hours)

Figure 11. Case 10 with error affected stage measemts; top-left: estimated and “true”

discharges hydrograph; top-right: computed valdeth® cut-off indicatorl,,; bottom-left:

normalised discharge estimation error (estimatimoredivided by “true” value); bottom-

right: number of measurement samples needed th tbacrequired accuracy: the minimum

number for each time step is set to 20.

3.4  Operational discharge measurements under difficult conditions

As is evident from Sect. (2.5), the application mbst reviewed methods for real time
discharge evaluation require a considerable amaininformation regarding channel

geometry, along with stage-discharge measurememtsdlibration. This means that the
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monitored river must have good channel stabilitithaut significant deposition and erosion
processes, and ease of access, in order to iastdllapply the necessary instrumentation.
However, flow estimation in rivers located in impeus areas or characterized by strong
sediment transport and braided channels appedse ® more complicated task, since the
correct application of methods reviewed is no longessible. In such situations, discharge
estimation methodology needs to be based on siymgifassumptions and a limited amount

of data.

An example of simplified methodology is given int&sen-@verleir (2006); this study
provides a method based on the Jones formula amlichear regression, which requires only
stage—discharge measurements and a stage hydrogtephegression model is developed by
applying the monoclinal rising wave approximationdathe generalized friction law for
uniform flow, along with simplifying assumptionsgarding the hydraulic and geometric
properties of the river channel in conjunction witlke gauging station. Experimental

application of this methodology has provided goeslits.

4 Conclusions

Results obtained in the present work confirm thednto estimate discharge by means of
expressions accounting for water surface slopestai®d by several authors (Henderson,
1966; Fenton, 2001; Schmidt and Garcia, 2001). Btennot explicitly accounting for water
surface slope can provide good estimations in katenor quasi kinematic conditions and,
generally speaking, in channels with a steep befdes(approximately 5+1Dor greater),
while they perform poorly in other conditions, esjpdly in the presence of fast flood waves
over mild bed slopes. In these cases, particularieaches with variable or irregular cross
sections, it is necessary to measure the wateaculope directly and use a methodology
like the proposed Dynamic Rating Curve. Resultsioled by this procedure have proven to
be accurate and reliable in all the numerical a@rpemts; however, it is important to stress
that the application of formulae using simultanestsge measurements is slightly more
demanding, in that, apart from the knowledge of dtegge in two adjacent cross sections, it
also requires the description of two river crosgiea geometries and the use of a small piece

of code.

Nonetheless, the DyRaC approach offers many adyesitan contrast to the steady-flow
rating curve: it not only takes into account thedacharacterising unsteady flow, but it also
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drastically reduces the steady flow rating curveapolation errors at higher flow regimes.
The steady-flow rating curve is generally fittedngsmeasurements taken during low or
medium flow regimes. Extrapolation beyond the ramjemeasurements is essentially
dominated by one parameter, an exponent, whichrasrihe curvature of the rating curve;
this produces a significant uncertainty in the aptiation with large discharge estimation
errors. On the other hand, in the DyRaC approaelttinvature of the rating curve is correctly
driven by the cross section geometry, which is kmowhile the evaluation of the roughness
coefficient, which is the only required parameteas a limited influence since it may be
considered more or less constant at high flow reginThis is why the DyRaC approach
allows for an accurate calibration even when ustage-discharge measurements taken at

low and medium flow conditions.

Finally, as found in previous works (Dottori et,a2008), the DyRaC methodology also
allows for accurate discharge estimation in sestiaffected by backwater effects, which is
taken into account during the experimental stagekdirge measurements, used for roughness
calibration. Application of the DyRaC approach tatural rivers will be presented in a

forthcoming paper by the same authors.

At present, a measurement instrument based on DyRa@der development and will be
operationally installed and tested on several siv@resenting different hydrological

characteristics and conditions.

Appendix A: List of symbols used in equations

A : cross section area fin

B : cross section width at the water surface [m];
C . kinematic wave celerity [m‘1$;

Fr : Froude number [-];

g : acceleration due to gravity [rifls

H : hydraulic head over a horizontal datum [m];
J . friction slope [-];

K : cross section hydraulic conveyanceéd;
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: exponent of the hydraulic radius in the frictiaw used,;
: Manning roughness coefficient fffs];

. Cross section wetted perimeter [m];

- discharge [rfs™];

: steady flow discharge, given by the steady-ftating curve [ms™];
: cross section hydraulic radius [m];

: channel bed slope [-];

: water surface slope [-];

: time step of available data [s];

: mean velocity [m'Y;

: the time coordinate [s];

: longitudinal distance along the reach [m];

: water depth [m];

. water surface elevation above a horizontal ddtain

. is the Boussinesq momentum coefficient
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