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General comments Model uncertainty and model structure optimization are among the
most relevant topics in hydrology nowadays. It is felt that machine learning techniques
could be a useful alternative in many cases where data are not sufficient to support
a fully fledged process model, where a less time-consuming approach is needed, or
where machine learning techniques could help to elucidate the inherent structure of
large data sets and thus help to optimize model structure. Numerous techniques have
been suggested and tested in various case studies. However, there is a lag of compre-
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hensive studies summarizing results from various case studies and comparing more
than two or three approaches. The two joint papers submitted by Elshorbagy et al.
address that issue which is expected to contribute substantially to a better understand-
ing and more efficient use of these recently developed techniques. The authors tested
six different techniques (artificial neural networks, genetic programming, evolutionary
polynomial regression, support vector machines, model trees and k-nearest neigh-
bors), applied to five different hydrological data sets. The authors are right that there is
a need for comprehensive model comparisons instead of the often-published pairwise
model comparison. In fact, the paper aims at becoming a benchmark paper with that
regard (p. 7058, I. 17). That is a highly commendable, but also a highly ambitious goal.
In fact, the two papers present a tremendous amount of work. However, still the study
suffers from one of the generic problems of machine learning techniques: The single
approaches can be parameterized in very different ways, having much of an influence
on the model performance. For example, results from different artificial neural networks
might differ substantially depending on the chosen initializations, the learning rate, the
number of hidden nodes, the type of activity function, and the learning algorithm used.
Although this issue is addressed occasionally in the paper (e.g., with respect to SVM),
it is not considered in a systematic way. Consequently, readers would like not only to
have a comparison between single realizations of different techniques, but to get some
information if these differences are significant or not. It has been often argued that
differences between different machine learning techniques might be small compared
to the variability encountered within different realizations of models of the same type.
Only when that is considered, the paper could really become a benchmark paper. | do
not feel happy with the study being split into two papers. On the one hand, the papers
are very comprehensive and cannot be presented as two stand-alone papers (meth-
ods described in the 1st papers, results presented in the 2nd paper, references nearly
exclusively given in the 1st paper). On the other hand, they are partly redundant to
each other (e.g., section 2 of 2nd paper and section 4 of the 1st paper). Thus, | would
suggest the following:
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1. Skip sections 3 and 5 in the 1st paper, and make it a pure review paper. It could be
published nearly as it is (but see specific comments below) and would be a valuable
source of information.

2. Restrict the model comparison to a single paper. That would require condensing
the description of models, of the data set (refer more to relevant papers), and of the
results. | recommend focusing more on generic features rather than to the performance
of single models on single data sets (see comments below).

3. All the necessary details that cannot be presented in a HESS paper should be
compiled in a technical report. See, e.g., the report by Maier and Dandy (1995) that
complemented their paper in Water Resources Research 1996 on artificial neural net-
works.

Specific comments 1. The term “data driven modeling techniques” in the title is too
generic. | suggest using the term “machine learning techniques” instead. At least,
the latter term should be introduced in the text. 2. P. 7050: Section 2 summarizes
various studies that compare different machine learning approaches. However, the
approaches discussed here and some of the acronyms used are only introduced in
section 4. It should be done the other way round. 3. The 1st paper, especially the
introduction of the different machine learning techniques (section 4) provides too many
details and acronyms that are not explained, e.g., “full method, grow method, and
ramped half-and-half-methods” (p. 7070, I. 7) or “SRM” and “ERM” (p. 7073, I. 1-2). 4.
A list of acronyms should be provided.

Technical corrections 1. P. 7057, I. 16: What does “less than the ones created” mean?
2. P. 7058, I. 13: Please define “naive models”. 3. P. 7059, I. 11: What does
“‘domain knowledge” mean? 4. P. 7060, |. 23: Be more specific than “has its distinct
capabilities and advantages”. 5. P. 7060, |. 24: Why was that a “preliminary” study? 6.
P. 7064, variables “O”, “P”, “r": use upper or lower case letters consistently. 7. P. 7064,
[. 21 and subsequent lines: Instead of merging the residuals of different models, the
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uncertainties of the fitted probability distributions should be given.

Interactive comment on Hydrol. Earth Syst. Sci. Discuss., 6, 7055, 2009.
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