Response letter manuscript: “Bias correction of temperature and precipitation data for regional climate model application to the Rhine basin”

Dear referees,

First of all I would like to thank all referees for their time and effort to comment on my manuscript: “Bias correction of temperature and precipitation data for regional climate model application to the Rhine basin”. In this response letter I responded to the comments of all four handling referees. The comments of all referees are included in this letter as well, and my response to each comment can be found in “italic” fond below the comment.

General comments:

Referees 2, 3 and 4 comment that this study is more or less an application of what Leander and Buishand (2007) did for the Meuse basin, and therefore the contribution of this study is limited. To a certain extent this is true, however, we have shown that the method can be applied to different river basins (Rhine basin in our case) and other meteorological forcing datasets (ERA15 downscaled with REMO) as well. We have also shown that the method corrects for the fraction of wet days and lag-1 autocorrelations as well. This was not shown in the study of Leander and Buishand (2007), and can be seen as a good result, because the method was only to intended to correct for the mean and CV for precipitation and mean and standard deviation for temperature. However, to make our contribution much clearer we have included a calibration and validation study in our manuscript, as was mainly suggested by referee 3. This part focuses on how well the determined correction parameters for a calibration period correct the precipitation and temperature for a validation period. Therefore especially Section 4 and the “Discussion and conclusions” section have been modified.

Response to referee 1:

Specific comments:

1. My main question (as of a potential reader) is,”Can I use this method of correction for the others regions, other time periods and other data (e.g. NARR, NCEP/NCAR, ERA-40, ERA-Interim)? Or I can need to use just a general approach, but will need to derive a new correction algorithm? If so, what should I do, if I have short of data for comparison for e.g. different region? It seems that the results are applicable only for this particular region and for this particular time period and model output. Authors have to very precisely explain that this study is a technical part of some larger format work

associated with the usage of hydrological models (if it is really so).

The applied method of bias-correction in this report can indeed be applied to other regions, time periods and data. This was already is shown in the “Introduction” section. The method used was applied before by Leander and Buishand (2007) for the Meuse basin. We applied it to the Rhine basin which shows that it is indeed applicable to other regions as well. It can be applied to other time periods as long as the observations and model output consider the same period of time. The method will probably lead to better results when downscaled ERA-40 or ERA-Interim data is used, because these are known to have better consistency in many precipitation characteristics. However, these models were not downscaled to the resolution we needed for the hydrological applications and therefore not useful in this research.

This research is indeed part of a larger research project and these results are used in Hurkmans (2009). Therefore we have inserted in the “Introduction” section:

“This research is part of a larger research project in which the bias-corrected ERA15/REMO precipitation and temperature fields are used to calibrate the VIC model. The calibrated VIC model is subsequently used for a climate impact study for the Rhine basin (Hurkmans et al., 2009).”
2. Other question is why the authors use ERA-15 which has quite strong (and known) problems especially with precipitation estimates? For details one can consult Zolina et al. (2004), where all problems of precipitation in 4 reanalyses were briefly mentioned. These problems involve setting of parameterizations for convective and stratiform parts, spin-up effect (see Kallberg et al. 2002, Hagemann et al. 2002), assimilation of different inputs which affected the model solution, including precipitation. Many of problems were partly accounted for in ERA-40 which shows better consistency in many precipitation characteristics (see Zolina et al. 2004). Before going through the statistical

corrections, one should consider the elimination of very light precipitation which may already seriously improve the output (especially for ERA15, showing in places 330-365 formal wet days per year).

We fully agree that ERA40 accounts for many problems which seem to occur in ERA15. 
However, ERA40 was not downscaled by the REMO model to the resolution needed for our hydrological applications. Therefore we were restricted to use ERA15 in our study. However, we added in the “Models and data” section:
“It is known that ERA15 has problems with precipitation estimates (Zolina et al., 2004). These problems involve parameterizations for convective and stratiform parts, spin-up effects (Kallberg, 2002; Hagemann et al., 2002), assimilation of different inputs which affect the model solution, including precipitation. Many of these problems are partly accounted for in ERA40 which shows better consistency in many precipitation characteristics (Zolina et al., 2004). However, ERA40 was not downscaled by the REMO model to the resolution needed for our hydrological applications. Therefore we were restricted to use ERA15 in our study.”

We realize that ERA15 contains many days with very light precipitation. Therefore the fraction of wet days is quite large for ERA15. Despite the fact that our correction method was intended to correct only for the CV and mean of the observations, it also seems to improve the fraction of wet days (Figure 6). Because the method also improves the fraction of wet days we did not find it necessary to apply another correction which especially accounts for the fraction of wet days or elimination of very light precipitation.

3. Since the NWP models (and therefore reanalyses) have some internal consistency, i.e. keep the major balances, at least on the global scale, a formal statistical correction implies change in precipitation which breaks the consistency with the other model output values. Thus, it is important to explain whether the VIC model will further use the corrected precipitation and temperature only, or it will use also the other meteorological forcing data, such as pressure, humidity and so on. If the authors are going to take these data also from ERA-15 (seems to be quite logical) they have to be very careful because the original modal data and the corrected precipitation and temperature will not be anymore in the balance.
We indeed use other meteorological forcing data from the downscaled ERA15 data. The other forcing variables are: wind speed, incoming short- and longwave radiation, vapour pressure and specific humidity. We fully agree that the forcing variables will not be in balance anymore if only precipitation and temperature are corrected. Unfortunately there were no observations for the other forcing variables available on the temporal and spatial resolution used in this study. Therefore we left these forcing variables uncorrected. We think that the influence of precipitation and temperature on the performance of the hydrological model is much larger than the influence of the uncorrected forcing variables. In the “Discussion and conclusions” section we have inserted:

“VIC, however, needs other meteorological forcing data as well, such as wind speed, incoming short- and longwave radiation, vapour pressure and specific humidity. Correcting precipitation and temperature only would violate the energy balance present in ERA15/REMO. Unfortunately there were no observations for the other forcing variables available on the temporal and spatial resolution used in this study and they are therefore left uncorrected. For future work this could be addressed using a multi-variate bias correction method, in which the forcing variables are corrected preserving the energy balance. Such methods are currently unknown to us and probably very time consuming. However, for calibration purposes we expect precipitation and temperature to have the largest influence on the performance of the hydrological model.”
4. It is not clear from the paper of which quality were the observational data used for the comparison. Authors should explain in more details this data set. How the observations were consolidated into 134 sub-basins? Which corrections were applied to the data? Is these data from DWD? If so, they are subject for some biases and inconsistencies. See for technical details Zolina et al. (2008), particularly the appendix. How the region-averages were consolidated (by simple spatial averaging or using more sophisticated interpolation procedures)? All these issues should be addressed in the data/methodology section.

We agree that we should have added more information regarding the observational data set being used. As already mentioned, the data was made available by the International Commission for the Hydrology of the Rhine basin (CHR) (Sprokkereef, 2001). For more information regarding the observations we have inserted in the “Models and data” section:

“The subdivision into 134 sub-basins has been employed for several studies in which the HBV model has been applied to the Rhine basin (Eberle et al., 2002, 2005; M¨ulders et al., 1999). In addition Brandsma and Buishand (1999) used these observational data provided by the CHR in the first report on multi-site generation of daily precipitation and temperature. Daily sub-basin values are obtained

using meteorological stations in Germany (DWD), Switzerland and France. For more information regarding the interpolation techniques used in Switzerland and France we refer to de Wit and Buishand (2007). The DWD uses an interpolation technique taking into account the height, latitude and longitude and orientation of the terrain (Weerts et al., 2008). This method makes use of mean monthly background grids with a resolution of 60” longitude and 30” latitude. The measured precipitation is divided by these background grids to derive the precipitation anomaly. The anomaly is interpolated to a grid. This interpolated grid is multiplied with the background grid to derive the interpolated precipitation field. The idea behind this approach is that corrections for orography

as well as the orientation of the terrain are taken into account through the background grid. The sub-basin averages are then calculated as arithmetic averages of the grid cell values.”

Response to referee 2:
First of all, the correction method applied by the authors leads to a reduction in the bias in the downscaled ERA15 data, but this result is hardly surprising. The authors compare the simulated precipitation and temperature fields with observations, and correct the former based on the differences with the latter. Obviously, the corrected fields are then bound to be closer to the observations. The method used by the authors is not new but proposed earlier by Leander and Buishand (2007). I would therefore challenge the authors to emphasise more what is new in their study that would make it interesting to others. This may require a slightly different focus of their paper. One of the more interesting results is that the downscaled ERA15 precipitation data are generally higher than observed, except in autumn (September-October, see Figure 6). Do the authors have an explanation for this? Is it related to the type of precipitation? Is it regionally different? I think the paper might become more interesting if the authors would focus more on aspects like this and provide a more in-depth analysis of their results.

As mentioned in our general comments we have included a calibration and validation part in our manuscript to make the paper more interesting. We agree that we should have explained the minimum in ERA15/REMO precipitation during September and October. Therefore we have inserted in the “Temporal precipitation difference” section:

“This minimum for ERA15/REMO precipitation in September and October was also found by Kotlarski et al. (2005). They compared 3 reference data sets with downscaled ERA15, using 4 different RCMs. Kotlarski et al. (2005) found an overestimation of precipitation in REMO in June and subsequently a strong decrease of mean monthly rainfall until September. This is probably connected to the annual cycle of vegetation characteristics implemented in this model which causes strong evaporation in early summer and consequently a rapid decline of soil water storage. In late summer, the dry soil prevents evaporation and therefore local water supply for the atmosphere resulting in a decrease of precipitation. This late-summer drying problem was also found by Hagemann and Jacob (2007), who used an ensemble of 10 RCMs to conduct climate simulations for current and future climate conditions. A late-summer drying problem was found for all RCMs over Central Europe and is a common feature in several RCMs.”
Secondly, there is very little information about the observations dataset that is being used, and no discussion at all of the uncertainties in it. The authors refer to Sprokkereef (2001) but this turns out to be a non-peer-reviewed technical report in German. How were the station measurements interpolated to the corresponding sub-basins? What concerns me most is that the CHR data seem to be taken as the absolute truth, while it is well known there are major uncertainties in areal precipitation estimates, especially in mountainous areas such as the Alpine region (dependent on the number of stations that is used in the interpolation). Also, snow measurements are highly uncertain and prone to undercatch. In this view it is conceivable that the authors are ‘overcorrecting’ for any differences with the observations, thereby discarding some valuable information that is contained in the ERA15/REMO simulations, for example on orographic precipitation patterns. In this respect, what is really missing from the manuscript is any proof that the bias correction as applied by the authors leads to a significant improvement in the performance of the hydrological model they intend to use. It also raises the question why not to use the observed precipitation and temperature directly in calibrating the VIC model, rather than going through the effort of applying the bias correction to the ERA15 data? 

We agree that we should have added more information regarding the observational data set being used. As already mentioned, the data was made available by the International Commission for the Hydrology of the Rhine basin (CHR) (Sprokkereef, 2001). For more information regarding the observations we have inserted in the “Models and data” section:

“The subdivision into 134 sub-basins has been employed for several studies in which the HBV model has been applied to the Rhine basin (Eberle et al., 2002, 2005; M¨ulders et al., 1999). In addition Brandsma and Buishand (1999) used these observational data provided by the CHR in the first report on multi-site generation of daily precipitation and temperature. Daily sub-basin values are obtained

using meteorological stations in Germany (DWD), Switzerland and France. For more information regarding the interpolation techniques used in Switzerland and France we refer to de Wit and Buishand (2007). The DWD uses an interpolation technique taking into account the height, latitude and longitude and orientation of the terrain (Weerts et al., 2008). This method makes use of mean monthly background grids with a resolution of 60” longitude and 30” latitude. The measured precipitation is divided by these background grids to derive the precipitation anomaly. The anomaly is interpolated to a grid. This interpolated grid is multiplied with the background grid to derive the interpolated precipitation field. The idea behind this approach is that corrections for orography

as well as the orientation of the terrain are taken into account through the background grid. The sub-basin averages are then calculated as arithmetic averages of the grid cell values.”

At this state we do not know if the applied method of bias correction leads to an improvement in the performance of the hydrological model. That question is not in the scope of this paper, but will be addressed in another paper. Also the observed precipitation and temperature cannot directly be used in the hydrological application because we run the hydrological model at a much smaller temporal (3-hourly) and spatial resolution (0.05 degrees). Besides this, VIC needs other forcing variables as well, like wind speed, incoming short- and longwave radiation, vapour pressure and specific humidity.

Furthermore, the authors mention applying bias correction to scenarios of future climate as one of the motivations for their study (section 1). But what would be their strategy for this? There will be no observations available for the future time period and the bias in the REMO simulations for current and future climate may not be the same as in the REMO simulations that were used in downscaling the ERA15 data. Are the authors intending to apply the correction factors found in this study? This particular aspect does not seem to be well thought out.

We indeed intended to do a climate impact study. As a matter of fact, these results are published in Hurkmans et al. (2009). We agree that there are no observations available for the future time period. Therefore a different strategy is used. The correction factors derived in this study are only used to create a bias-corrected forcing dataset to calibrate the VIC model. For the 
climate impact study we have used several climate scenarios. These are downscaled (again with REMO) ECHAM5 runs, where ECHAM5 is forced with IPCC future carbon emission scenarios and a climate run of the 20th century. The climate run of the 20th century captures the statistics of the various forcing variables present in the model for the period 1951-2000. Therefore the (same) observations are compared with the climate run of the 20th century and new correction parameters are derived using the same bias-correction method. The derived correction parameters are used to correct the climate run of the 20th century and the future climate 
scenarios. An assumption in this approach is that the bias correction parameters do not change for the future period. For other studies in which a similar approach is used we refer to:

· van Pelt, S. C.; Kabat, P.; ter Maat, H. W.; van den Hurk, B. J. J. M. & Weerts, A. H. Discharge simulations performed with a hydrological model using bias corrected regional climate model input Hydrol. Earth Syst. Sci. Discuss., 2009, 6, 4589-4618

· Lenderink, G.; Buishand, T. A. & van Deursen, W. P. Estimates of future discharges of the river Rhine using two scenario methodologies: direct versus delta appraoch Hydrol. Earth Syst. Sci., 2007, 11(3), 1145-1159

Christensen, J., Boberg, F., Christensen, O., and Lucas-Picher, P.: On the need for bias correction of regional climate change projections of temperature and precipitation, Geophysical Research Letters, 35, L20 709, doi:10.1029/2008GL035694, 2008.

To refer to these papers we inserted in the “Introduction” section:

“This strategy of climate impact assessment has been applied before by others; for example van Pelt et al. (2009) applied a bias correction to downscaled ECHAM5 data, were ECHAM5 was downscaled with RACMO2. They assessed the impact of climate change on discharge for the Meuse basin by forcing ECHAM5 with a transient (1950-2100) simulation of ECHAM5 using observed greenhouse gases for 1950-2000, and using the SRES A1B scenario for the 21st century. Lenderink et al. (2007) used the hydrological model Rhineflow driven by meteorological data from a 90-year simulation with the HadRM3H RCM for both present-day and future climate, using the same bias correction for future climate as detected for present-day climate. In all these studies it is assumed that the bias correction parameters in the present-day climate remain invariate in future climate projections. However, Christensen et al. (2008) demonstrated that it is indeed necessary to correct for a bias present in the RCM, but that the common assumption of bias cancellation (invariance) in climate change projections can have significant limitations when temperatures in the warmest months exceed 4-6 ◦C above present day conditions. For climate impact studies new correction parameters need to be determined, based on the bias between the observations and a reference climate scenario (Hurkmans et al., 2009). These parameters will be different from those determined in this study, because the bias between ERA15/REMO and the observations is not the same bias as is present between a climate scenario and

observations.”
Specific comments:

- The authors refer to the downscaled ERA15 data as ERA15d, but I think they miss the point that these are essentially REMO simulations where only the boundary conditions were derived from ERA15. In other words, a different RCM may give different (better or worse) results. To reflect this, I would suggest they refer to the downscaled precipitation and temperature fields as ERA15/REMO or something like that.

As suggested “ERA15d” is replaced with “ERA15/REMO”.

- As the authors note, the bias correction is not working so well in September and October, when it needs to correct for a dry bias rather than a wet bias (as in all other months). Supposedly, this is due to the long blocks of 65 days that were used in determining the parameters. What is the motivation for choosing such a long period and did the authors test if they get better results with shorter time blocks?

We took the 65-day length from Leander and Buishand (2007). This length was chosen based on another paper published in Climate Research [Shabalova et al, 2003]. A response from a reviewer to this publication was that a large variability in 20-year averages results in a bias in the bias correction. Using a first order approximation (e.g. Exercise 10.17 in A. Stuart and J.K. Ord “Kendall's Advanced Theory of Statistics, Vol. 1: Distribution Theory”, 5th ed., Charles Griffen, London, 1987):
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where CVcont is the coefficient of variation of the precipitation amounts in the control climate and n is the number of years. Using this approximation, Shabalova et al (2003) showed that the bias reduced to < 0.5 % when using a window of 70 days. To refer to this we have inserted in the “Method/precipitation” section:

“The sampling variability of the 17-year means may introduce a systematic effect in the precipitation related results. Leander and Buishand (2007) selected 65 days to reduce the sampling variability based on a study by Shabalova et al. (2003), in which HadRM2 precipitation was corrected for a hydrological application for the Rhine basin. Shabalova et al. (2003) used a first order approximation to show that this systematic effect is reduced by using a 70-day window resulting in a bias less than 0.5%. We expect this effect is also reduced using a slightly smaller window size in the range of 60-70 days. For a practical implementation (similar to Leander and Buishand (2007)), we determined the parameters a  and b  for every five-day period of the year, including data from all years available, in a window including 30 days before and after the considered five-day period.”

- If I understand the methodology correctly, the correction factors are the same for every year (section 4.2), which implies that the authors ignore any interannual variability. It is conceivable that the bias in ERA15/REMO is different for different circulation or weather types, and that the performance varies from year to year. Have the authors looked into this? I would suggest they should at least discuss this aspect in their paper.

We agree that we should have discussed this aspect in our paper. The correction factors are indeed the same for every year. To be more specific, we have 73 sets of parameters for the 73 blocks of 5 days. To discuss the interannual variability we have modified Figure 4. We also plotted the average monthly precipitation sums plus minus one standard deviation (thin lines) to get more insight into the performance of individual years. We also added two scatter density plots (for the uncorrected and corrected situation) representing the monthly precipitation sums per year and per sub-basin separately for the observations and ERA14/REMO precipitation. We inserted in the “Temporal precipitation difference” section:

“The correction method applied in this study uses the same a and b parameters for each year. We noticed that the correction method performs quite well when considering the average monthly precipitation sums. It remains questionable how well the method performs when considering individual years. To answer this question, the average monthly precipitation sum plus minus one standard deviation has been plotted as well (thin lines). Considering these results it seems that the correction method works quite well for the months May until October, but for November until April there are a few years in which the uncorrected data matches the observations better than the corrected data does. To consider both the monthly performance for each year and the performance per sub-basin, the bottom plots of Figure 4 represent the relation between the observed and ERA15/REMO

monthly precipitation sums for each year per sub-basin, both for the uncorrected (left plot) and corrected (right plot) situation in a scatter density plot. It can be noticed that the monthly precipitation sums for the corrected situation match those of the observations better than those of the uncorrected situation. Based on these results we conclude that the overall performance of the ERA15/REMO precipitation has improved, although there are a few years in which the uncorrected

ERA15/REMO precipitation performs better.”
- Looking at Figure 6, it seems the uncorrected precipitation is closer to the observations than the bias-corrected precipitation in (at least) February, April and November. How is this possible? 

We agree that the uncorrected monthly precipitation sums in these months are closer to the observations than the corrected precipitation sums. Parameters are calculated for each 5-day period, considering all precipitation values 30 days before and 30 days after the 5-day block over 17 years (65 x 17 = 1105 values). Therefore each 5-day block of parameters with its 65 day window overlaps partly the previous 5-day block with its 65 day window. This means the statistics in a window of 65 days are affected by many 5-day blocks. That is why it could be that uncorrected precipitation averages for even blocks of 65 days x 17 years are closer to the observed ones than the corrected precipitation averages. In Figure 6 we even do not consider averages over  65 days x 17 years, but we consider monthly precipitation sums averaged over 17 years and finally area-weighted. That is why it is possible that uncorrected averaged monthly precipitation sums match those of the observations better than the corrected ones do.

- The number of plots seems a bit excessive. Figures 1 and 2 could easily be merged. Figures 7 and 9 might be left out without affecting too much the main thesis of the paper.

As suggested Figures 1 and 2 have been merged into one figure (Figure 1). Also Figures 4 and 5 have been merged into Figure 3. Figure 7 has been left out as suggested. Figures 8 and 9 have been merged into Figure 5. Figures 12 and 13 have been merged into Figure 8.

Response referee 3:

Specific comments:

The introduction seems to me to have too much information on different types of rainfall runoff

models, particularly given that the hydrologic modelling is not reported in this paper. I think this section should be rewritten and some of the information could be moved to the Models and Data section.

As suggested we have left out the text regarding the hydrological models from the “Introduction” section. Also much information has been moved to the “Models and data” section.

Page 5380 Line 4 – what do you mean by “skill scores” here – do you have a particular metric in mind when assessing model skill under current climate? If not I suggest rewording to remove the word “scores”.

As suggested the word “scores” has been removed.

Page 5382 lines 6 to 12. It is unclear what the impact of bias correcting some variables while leaving other variables uncorrected would be. It would be good if the authors could comment on this as it would seem for example that humidity, temperature and precipitation are related and if there are biases in precipitation and temperature then surely there would also be biases in humidity. Maybe the authors can provide some suggestions on how this might be addressed in the future.

The other forcing variables are left uncorrected because we unfortunately do not have observations for these forcing variables on the scales used in this study. Correcting only precipitation and temperature indeed violates the energy balance. However, we expect that precipitation and temperature have the largest influence on the performance of a hydrological model. For future work this could be addressed using a multi-variate bias correction method, in which the forcing variables are corrected preserving the energy balance. Such methods are currently unknown to us and probably very time consuming. We have inserted in the “Discussion and conclusions” section:

“VIC, however, needs other meteorological forcing data as well, such as wind speed, incoming short- and longwave radiation, vapour pressure and specific humidity. Correcting precipitation and temperature only would violate the energy balance present in ERA15/REMO. Unfortunately there were no observations for the other forcing variables available on the temporal and spatial resolution used in this study and they are therefore left uncorrected. For future work this could be addressed using a multi-variate bias correction method, in which the forcing variables are corrected preserving the energy balance. Such methods are currently unknown to us and probably very time consuming. However, for calibration purposes we expect precipitation and temperature to have the largest influence on the performance of the hydrological model.”
Section 4.2 – have the authors considered spatial correlations in the bias correction?

Spatial correlations are indeed considered because parameters are determined for each sub-basin individually. We did not determine one set of parameters for the entire Rhine basin, but 134 sets of parameters for the 134 sub-basins. For this we refer to the “Method/precipitation” section.

“Because the bias in precipitation and temperature was found to vary spatially, bias corrections were carried out for each of the 134 sub-basins individually.”

Section 4.3 – why is the power law correction not appropriate to use for the temperature bias correction? I can see why the method that you have used for the temperatures may lead to negative values for precipitation, but wonder why the power law method does not work for temperature. Is it because the temperatures are closer to a normal distribution – if so this could be explained in this section.

We inserted in the “Method/temperature” section:

“Temperature cannot be corrected using a similar power law as was used for correcting precipitation, because temperature is known to be approximately normally distributed. Correcting a normally distributed data set with a power law function results in a data set which is not normally distributed. Therefore we used a different technique for correcting temperature.”

Section 5 – as mentioned above, I would be interested to see the results discussed in section 5 for a time period different from that used for calculating the correction parameters.

As suggested we determined correction parameters for a calibration period and used them to correct precipitation and temperature for a validation period.

Section 5.3.2 – I think that this section needs to be rewritten to make it clearer to the reader what the purpose is. Figure 8 doesn’t really answer the questions that you pose before mentioning the figure so it seems to be a bit confusing to the reader. Then when I read further on I realised what you were trying to achieve with Figure 8 but it seems to me that subbasin 1 is not very representative of the other basins since the “a” value is much larger than “b” wheres for most basins this is the other way around. I feel that your conclusion that most of the uncertainty is in the ‘a’ parameter needs to be checked against more sub-basins or all of them ideally to strengthen it.

We agree that applying bootstrapping for one sub-basin is not representative for the entire Rhine basin. Therefore the bootstrapping procedure has been applied to all sub-basins and results are plotted in Figure 5. However, we took 1,000 samples instead of 10,000, because it becomes very calculation intensive when bootstrapping is performed for all sub-basins.

There are a lot of figures in the manuscript. Maybe some of them can be combined or deleted – e.g. do you really need both figure 4 and figure 5? And Figure 6 and 7 could be combined as a multi-panel plot.
We agree that there are too many figures in the manuscript. Figures 1 and 2 have been merged into one figure (Figure 1). Also Figures 4 and 5 have been merged into Figure 3. Figure 7 has been left out as suggested. Figures 8 and 9 have been merged into Figure 5. Figures 12 and 13 have been merged into Figure 8.

The conclusion and discussion section is quite long. I would suggest separating some of the discussion into the previous section and including a succinct conclusion summarizing the main findings and future work.

Calibration and validation of the correction parameters are now part of the study, resulting in a longer manuscript. Therefore the “Discussion and conclusions” section has partly been rewritten, summarizing the most important results and recommendations for future studies.

Response referee 4:

Specific comments

According to the authors the main importance of this work is that the bias-corrected data are to be used to calibrate the VIC hydrological model, which will subsequently be applied for climate impact studies. As I understand from the manuscript (e.g., page 5380, lines 20-30), this will be done by comparing VIC simulations driven by control and scenario climate projections subject to a bias correction. From what is written there, it is not clear if this refers to the same bias correction derived from the ERA15 reanalysis data. If the same correction factors will be used, the authors assume that the bias in the (REMO) control and scenario climate is identical to that in the (REMO) downscaled ERA15 data (i.e., that the bias is mainly an artefact of REMO). This is very likely not the case, as the bias in the driving boundary conditions (ERA15 vs. ECHAM5) will typically not be the same and cannot be neglected. Why not use directly the high resolution meteorological data set to calibrate the VIC model and derive bias correction factors for the control climate simulation of the RCM (that can then be applied to the control and future climate)? It is well known that one has to be careful when choosing reanalysis data for the description of what we term the present climate (Zolina et al., 2004).

The bias correction determined in this study is only used for calibrating the VIC model. For the climate impact study, the same method of bias correction has been applied, to determine the bias between a climate run of the 20th century and the observations. The determined correction parameters are then applied to the future climate scenarios. For more details see the “Introduction” section:

“Climate impact studies ……… scenario and observations.”

The reviewer suggests using a high resolution meteorological data set to calibrate the VIC model. As far as we know, there is no dataset with a higher resolution than downscaled ERA15 data. Because we run VIC on a high resolution we were restricted to use the downscaled ERA15 data. We also do not use the reanalysis data to represent the current climate. The reanalysis data is only used to calibrate the VIC model. Hurkmans et al. (2009) uses a climate run of the 20th century (downscaled ECHAM5 data with REMO), containing the statistics of the current climate, and three future climate runs (ECHAM5 forced with three IPCC carbon emission scenarios).

The models and data are poorly described. Hardly any information is provided about the observational dataset (how many stations, how are area-averaged precipitation values obtained for the different sub-basins, uncertainty in these data, in the interpolation of the data, etc). The description of ERA15 is insufficient for those readers not familiar with (ECMWF) reanalysis products. Some of the known artefacts of ERA15, which may help in interpreting the results, are not described (e.g., in many European areas it rains practically every day in ERA15, or smaller precipitation extremes compared to other reanalysis data sets). Also, how does the 2-step downscaling with REMO work?

We agree that we should have given a better description of the models and data. Therefore we have inserted more information regarding the models and observations in the “Models and data” section:

“It is known that ERA15 has problems with precipitation estimates (Zolina et al., 2004). These problems involve parameterizations for convective and stratiform parts, spin-up effects (Kallberg, 2002; Hagemann et al., 2002), assimilation of different inputs which affect the model solution, including precipitation. Many of these problems are partly accounted for in ERA40 which shows better consistency in many precipitation characteristics (Zolina et al., 2004). However, ERA40 was not downscaled by the REMO model to the resolution needed for our hydrological applications. Therefore we were restricted to use ERA15 in our study.”

Considering the observations we inserted:

“The subdivision into 134 sub-basins has been employed for several studies in which the HBV model has been applied to the Rhine basin (Eberle et al., 2002, 2005; M¨ulders et al., 1999). In addition Brandsma and Buishand (1999) used these observational data provided by the CHR in the first report on multi-site generation of daily precipitation and temperature. Daily sub-basin values are obtained

using meteorological stations in Germany (DWD), Switzerland and France. For more information regarding the interpolation techniques used in Switzerland and France we refer to de Wit and Buishand (2007). The DWD uses an interpolation technique taking into account the height, latitude and longitude and orientation of the terrain (Weerts et al., 2008). This method makes use of mean monthly background grids with a resolution of 60” longitude and 30” latitude. The measured precipitation is divided by these background grids to derive the precipitation anomaly. The anomaly is interpolated to a grid. This interpolated grid is multiplied with the background grid to derive the interpolated precipitation field. The idea behind this approach is that corrections for orography

as well as the orientation of the terrain are taken into account through the background grid. The sub-basin averages are then calculated as arithmetic averages of the grid cell values.”

For the two-step downscaling with REMO we inserted:

“In the first step REMO was nested within ERA15 (global) at a resolution of 0.44◦. In the second step a REMO domain was nested in the first one. This resulted in a high resolution data set (0.088◦) for the Rhine and Elbe catchments (Jacob et al., 2008).”
The results section merely describes the observations presented in the Figures (of which some are redundant, e.g., similar information in Figures 6 and 7), with very little attempt to (physically) explain the observations (e.g., analysis of 10-day precipitation sums, or the section on variation and sensitivity of parameters) or relating them with previous works (e.g., the work of Leander and Buishand (2007), which covers nearly all topics tackled in this paper but for ERA40). For example, the wet bias is partly a result of the fact that the observed precipitation amounts were not corrected for the systematic undercatch inherent to rain gauges (Leander and Buishand, 2007). Frei et al. (2003) report a systematic undercatch of about 8% for the lowland stations in the Alps.

As mentioned under our general comments the manuscript has partly been rewritten, because the referees 2, 3 and 4 would like to see our contribution to the method proposed by Leander and Buishand (2007) much clearer. Part of our manuscript now focuses on how well the correction parameters for a calibration period are able to correct the precipitation in a validation period. 

According to Frei et al. (2003) the systematic undercatch of 8% only occurs during winter. For summer the undercatch varies between 4% at low and 12% at high-altitude stations. In our study the wet bias in winter is relatively small in comparison to the wet bias in summer. The large wet bias during summer could partly be a result of a systematic undercatch in the rain gauges. However, the undercatch is relatively small (only 4%) for the largest part of the Rhine basin during summer. Regarding the undercatch we in the “Temporal precipitation difference” section.

“It can be noticed that precipitation is corrected from a wet to a drier situation for almost the entire year. Considering Figure 4, the wet bias is especially large during summer. According to Frei et al. (2003), who studied precipitation statistics for the European Alps, wind field deformation and deflection of hydrometeors over the gauge orifice results in a systematic measurement bias. Estimates of this error for the Alpine region are largest in winter (high wind speed, high fraction of snowfall) when the undercatch is about 8% for gauges below 600 m above sea level. For summer the undercatch

varies between 4% at low and 12% at high-altitude stations. Therefore the large wet bias during summer could partly be a result of a systematic undercatch in the rain gauges. However, the undercatch is relatively small (only 4%) for the largest part of the Rhine basin during summer. Instead of individual rain gauges, we used sub-basin averaged precipitation values which are calculated using advanced interpolation techniques in which orography and orientation of the terrain are taken into account (see Section 2). Based on this we assume that the effect of overcorrecting for undercatch is minimal.”
Part of the analysis (e.g., relation precipitation – temperature) is based on 1 sub-basin, which renders conclusions based hereon rather speculative.

We agree that part of the analysis should have been performed for more sub-basins. Therefore we applied both bootstrapping and the relation between precipitation and temperature to all sub-basins (Figure 5 in modified manuscript).

The conclusions and discussion section is mainly a repetition/summary of the content of the results section and lacks a thorough discussion and interpretation of the results.

The “Discussion and conclusions” section has partly been rewritten. The most important results are summarized and our focus is more on the calibration/validation part.

Given the lack of novelty of the methods used, the rather restricted analysis and interpretation of the data/results, and the limited new insights in the ERA15 reanalysis data, I see little added value of this work in its current status. The authors state that the work of Hurkmans et al. (2009) focuses on the calibration of the model using ERA15 data and on hydrological simulations driven by different climate forcing scenarios. I believe that this work could be summarized in a few paragraphs in the Hurkmans et al. (2009) paper, although that, based on this manuscript, it is not clear why the authors choose to calibrate the VIC model with ERA15 when a high-resolution data set is available.

Our modifications have lead to a better description of the data and models. The manuscript has partly been rewritten and a new part focuses on the calibration and validation of corrected ERA15/REMO data. Part of the analysis is now performed for all sub-basins, rather than for one sub-basin. We are curious about the high-resolution data set mentioned by the reviewer, because we think there is no higher resolution data set available than the downscaled ERA15 data.

