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With regards to the suggestion to stress the advantages and disadvantages of
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K-means and fuzzy C-means clustering if compared to SOM, following paragraph will
be added in the revised manuscript:

The Self-Organizing Map algorithm is closely related to K-means clustering. A
SOM with the number of units equal to the number of clusters in the dataset and a
neighborhood equal to zero will act as a traditional clustering technique (Kaski, 1997).
A SOM may, however, be used in two very distinct ways: a large SOM, also known as
emergent SOM, with many units, used for exploratory data analysis and cluster detec-
tion (Ultsch and Hermann, 20005), and a small SOM for cluster centroid determination
(Bacao et al., 2005). In this study, both SOM and GEO3DSOM are used for exploratory
detection of clusters. When using K-means and fuzzy C-means-clustering, cluster
centroids will always be detected based on the objective criterium of sum-of-squared
distances. In emergent SOM’s on the other hand, clearly separated groups of units
may or may not be detected. Small SOM’s used for centroid determination will act as
a robust K-means initialization in the first training iterations and due to the decrease of
learning radius and neighborhood during training, the SOM will perform exactly as a
K-means clustering in the final steps of the learning process (Bacao et al., 2005).
Compared to K-means clustering and fuzzy c-means clustering, SOM has, in addition
to the ability of SOM to directly visualize the results of the clusters in terms of the
original variables, the advantage that the number of clusters does not need to be
specified a priori. The advantage of K-means clustering and fuzzy c-means clustering
on the other hand, is the ease of implementation since there are less parameters to be
chosen.
On the performance of clustering of SOM compared to other techniques a debate still
exists in literature (overviews can be found in Bacao et al., 2005 and Mingoti et al.,
2006). Provided the SOM is parameterized correctly, SOM will outperform K-means
clustering since SOM is less sensitive to local optima compared to K-means (Bacao et
al., 2005).
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