Response to the reviewers’ comments on “Initial assessment of a multi-model approach to
spring flood forecasting in Sweden” by J. Olsson, C. B. Uvo, K. Foster, and W. Yang

First of all we wish to sincerely thank the reviewers for carefully reading the manuscript and for
providing many good suggestions for how to improve it. We have implemented the suggested
modifications with few exceptions, below follows detailed response to each comment.

General

The manuscript has been turned into a Technical note with the main aim of outlining a possible
strategy to improve spring flood forecasts and demonstrate it in a limited case study. The main
changes can be summarised as follows:

- Descriptions of individual methods have been moved to a Supplement

- The results for rivers Angermanélven and Ljusnan have been removed

- Some new text and figures have been included in light of the reviewers comments
Please find detailed response below.

Peter Krahe

R1.1 Please clarify the wording lead times. Starting in the abstract “lead times between 0 and 4
months” are mentioned. E.g. on Page 6082 and later on forecast times for issuing the forecast are
mentioned as 1st of January, 1st of March and 1st of May and three monthly volumes of runoff (SFV)
are calculated for each of the months.

A figure has been made for clarification, see comment R2.6 below.

R1.2 Only eleven years (2000-2011) are available and used for the comparative analysis of methods,
which provides only a small statistical basis.

We fully agree, this is emphasised in the Concluding remarks.

R1.3 By applying the climatological ensemble (CE) | miss the discussion about stationarity in observed
climatic and hydrological time series. | expect that also in swede river basins over last 40 to 50 years
temperature has been changed, eventually precipitation, too. This can be attributed partly to global
climate change. Therefore, is it still allowed to use e.g. data of 1961 to 1990 for actual seasonal
forecasting? This issue has to be discussed a bit. This is also related to new variants of the analogue
ensemble method (AE).

This issue is of course very relevant and should indeed have been included in the original manuscript,
that we assume climatic stationarity in the AE approach. Any clear trends are, however, not obvious
in the historical observations and it has previously been shown that using a more recent period in the
CE method does not improve performance as compared with using the full historical period. We
have included a discussion in the Supplement (page 2).



R1.3 In Table 2 where the results of CE are depicted | miss the MAE’s for the simulated values. Only
one value for SIM is listed of which it is not clear which period is captured. | expect that MAE will
strongly depend from the analysed periods. Therefore, MAESim 1/1, .. .SIM1/3 and .. .Sim1/5 are of
interest.

These values were unfortunately not properly explained in the original manuscript. In the table
(Table 1 in the revised manuscript) SIM refers to SFV simulations with observed P and T (“perfect
prognosis”) and F refers to CE forecasts. This has been clarified.

R1.4 Within this short evaluation period inhomogeneities in the seasonal forecasts are present, e.g.
the change from ERA40 to ERA 15 (2003), Meteorological ensemble consisting of ECMWF IFS-Hope
with 11 members up to 2006 and 41 members later on, the role and the range of ARPEGE-ORCA is
unclear (this model is only used in SD and only 1 member is available ?).

These inhomogeneities are certainly a limitation, we fully agree. We have assumed that their
influence is small, and this has been added in the revised manuscript (Concluding remarks). About
ARPEGE-ORCA model, this is used only in the SD method, yes, and with an ensemble similar to IFS,
this has been added.

R1.5 Application and discussing the Analogue Ensemble (AE), is based on period 1961-1999 and
station data while gridded data are used for hydrological modelling (calibration and validation ?, cp.
3.2 versus cp.2.1)

The gridded data are optimized for hydrological modelling, by undercatch correction, optimal
interpolation, etc. For the CP classification, however, station data are usually preferred and used .

R1.6 The daily precipitation and temperature data of the ECMWF-IFS model is used, but no bias
correction is applied even the necessity to do this is known by the authors (see cp.1, p. 6079 and
6080), at least in the context of climate models. Furthermore, the mapping process to downscale the
raw output to the grid and/or station location required by the hydrological models is not well
described.

We chose not to include any bias correction in this initial test. Actually ongoing work indicates that
the positive impact of bias correction on seasonal forecasts in Vindeldlven is rather small. And
although bias correction generally improves overall performance it is not free of problems, e.g.
commonly used methods may modify extremes in unwanted ways and it needs updating when
model versions change, as discussed in the Concluding remarks.

Concerning the mapping process, this has been further explained in the Supplement.

R1.7 Concerning the dynamical meteorological models (DM and SD) it has to be noted that the
analysed system (at least ECMWF system 3) is replaced by system 4 since 2011. Furthermore,
hindcasts exist for a 20 year period for this system. Therefore, the findings based on system 3 are of
limited value. However quotations should be added concerning system 3 on p.6083 and on p. 6097,
assuming system 4 of ECMWEF is the new system which becoming available for SMHI?

Yes, this is clearly a limitation. The work presented in the paper was carried out over an extended
period of time and we have addmittedly been a bit slow with moving from System 3 to 4. The system
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is currently been updated and re-evaluated using System 4 data, snow input, more catchments,
longer series, etc., but this will take a while. We have done some limited testing of the impact of
system version on the DM results and it actually appears rather limited, not any drastic overall
improvement. This is included in the revised manuscript (Concluding remarks).

R1.8 Due to the mentioned restrictions concerning the application and interpretation of the
dynamical models, both the DM and SD, the results should be interpreted carefully. Please take more
care for this in the discussion.

We have further emphasised the limitations in the Concluding remarks.

R1.9 | see a limitation by applying the SD-Method without considering the previous period, e.g. the
snow accumulation in the wintertime is not taken into account. This is although reflected in the
results of Table 3 for forecast times 1/3 and 1/5. On the other side you have the best result of all
methods for SD and forecast time 1/1. This issue should be discussed a bit more.

Snow accumulation is being implemented in an updated version of the system, and this discussion is
included in Concluding remarks.

R1.10 For better readability in cp.3 p.6098 the first paragraph concerning the predictors should be
depicted in a table.

Done, Table S2 in the Supplement.

R1.11 By applying the CP approach the criteria for selection are the two most frequently occurring
CPs in the previous months 1 to 6. What is justification for selecting 2 and e.g. not 3 or 4 CP’s?
Please, explain a bit more.

We tried different combination and found that more CPs than two did not add any skill in the SFV
forecasts, this has been included in the revised manuscript.

R1.12 It may be an added value as well as it will support the interpretation of the results if you give
some more information of occurred CPs in ¢p.5.1.2 in form of a table or a histogram, e.g. for CP3. It
may be interesting to see e.g. for a certain forecast time that always the same CP’s dominate the 2
leading CP’s or not.

We agree this is potentially interesting but as the manuscript has been turned into a Technical note
we generally prefer not to go into any more detail on the models than in the original manuscript.

R1.13 Concerning hydrological modelling/processes the following remarks has to be noted:

R1.13a What are the catchment sizes of the sub-basins of the HBV Model, e.g. add in Table 1 number
of sub-basins.

To save space we have merged Tables 1 and 2 in the original manuscript into Table 1 in the revised
manuscript, and this table is essentially “full”. The additional information requested here (and in
comments R1.13c and R1.13d below) have been added in text.



R1.13b Some more words to calibration and validation strategy are needed especially taking into
account the water resource management systems in at least two of the rivers. Some remarks about
the temporal stationarity of the hydrological modelling may be helpfully.

The operational model used is not temporally stationary in the sense that it is re-calibrated on a
semi-regular basis, following evaluations of each year’s performance and decided in connection with
end-users. It is difficult (if even possible) to give any meaningful numbers on calibration/validation
performance, but we can only say that it is supposed to be the best available model and give the
overall perfomance measures in Table 1. We have clarified this.

R1.13c What is the role of natural lakes in the system. E.g. characterize the lakes by their number,
total area or volume in Table 1.

See comment R1.13a.

R1.13d Furthermore, the mean catchment elevation as well as some basic climatic data
characterizing the catchments (e.g. mean annual or seasonal precipitation and air temperature) will
be helpful.

See comment R1.13a.

R1.13e Hydrographs characterizing the streamflow regime in the considered seasons will be helpful
(e.g. 31-day moving average of daily runoff of the three basins). Although it may be interesting if
there are changes in the precipitation —runoff process are obvious in the observed data.

Figure 2a with mean hydrograph and associated text has been added.

R1.13f The results depicted in Table 3 show a large variety between the river basins. Therefore, it
may be interesting to calculate and to show the correlation matrix between the river basins for the
various forecast periods.

Only the results for Vindeldlven are kept in revised manuscript.
Some technical/linguistic remarks:

R1.14 A table with an overview of the applied methods and data including the required temporal
resolution will be helpful.

To save space we have chosen not to include any table, but we hope that the additional information
provided in response to other comments will suffice

R1.15 Figure 1is not very illustrative at time. Due to the fact that the seasonal forecasting methods,
especially CP and SD require information from a larger area, these areas should be depicted in the
map.

The CP and SD domains have been included in Figure 1.
R1.16 p. 6080, linel7: skip “in” for impacts”

Skipped.



R1.17 p. 6082, line 14: change to 900 x 106

Changed.

Massimiliano Zappa

R2.1 | have a general concern with respect to the title of the manuscript. Why multi-model? HBV is
the only model, you have only multiple approaches for selecting and/or generating your forcing data.
Why flood? You are just looking at the cumulated discharge volume during the snowmelt-season. |
guess | would have called the study: “Initial assessment of spring discharge volume forecasting in
Sweden: evaluation of multiple strategies to select atmospheric forcing” | admit, that this is less
fashionable than your original title, but | am convinced, that this is a better choice to declare the
work you present.

Multi-model: Well, we use only one hydrological model but we also use atmospheric models and
statistical models. But OK, it may be misleading and we have changed to the more general “multi-
method”.

Flood: To us “spring flood” is an established term for the spring snow-melt runoff peak (even if not
causing flooding). It used by e.g. NOAA/NWS (http://www.weather.gov/nerfc/springfloodpotential)

and we would prefer to keep it.
Issues to be addressed (Page(s) — Line(s)):
General comments:

R2.2 You present here several ways to upgrade your seasonal predictions, all of them focussed on
the meteorological input. Are there any reason for ignoring for instance the initial conditions of the
model (e.g. selecting years with similar snow water equivalent at the beginning of the forecast
period)?

The initial conditions is certainly important, and we work a lot on that too, but in this study we limit
ourselves to investigating the impact of the meteorological input, assuming that the simulated initial
state is representing the best we can attain.

R2.3 As well pointed out by Peter Krahe in his review, many of the data you are using are affected by
instationarity, lack of homogeneity and biases. For instance the use of raw output of IFS (and of any
numerical model) is something you really need to focus on. We recently presented two studies
demonstrating the value of calibrated meterological data (Fundel and Zappa, 2011; Jorg-Hess et al.,
2015).

We fully agree, see response to comments R1.4 and R1.6 above.

R2.4 6082 — 10-12: You declare here “In this study we focus on forecasts of the accumulated
discharge in the spring flood period (May—July)”. In my opinion the accumulated discharge during the
flood period cannot be declared as “spring flood forecast”. | think it would be more adequate to
declare your product as “spring discharge volume”.



We disagree, see response to comment R2.1 above.

R2.5 6083 —13-17: As | understand here you declare the outcomes of model calibration and also
present them in Table 1. | would expect here also some words and numbers on model verification.

See response to comment R1.13b above.

R2.6 6092 — 2 — 9: | come here a little bit in trouble with respect to your definition of lead time. |
think you should introduce a second figure presenting the setup concerning lead time and evaluation
period. E.g.:

Initialization 1. January 1. February 1. March 01 Apr 1. May 1 lune 1 July 01 Aug
1. January

1. March

1- May

Yellow: Model running
Blue: Model running and evaluation of discharge volume.
Good idea, a figure along these lines has been included (Figure 3).

R2.7 6100: The weighted multi model is of course an interesting section of this paper. | really like the
simple way you present here to assign the weights (based on ranking). Is there a publication you can

cite that presents an assessment of this for me very elegant approach? Do you plan to evaluate other
methods to assign the weights (e.g. Bayesian averaging)?

Some reference conceivably exists but we do not know of any. We are indeed studying also other
more sophisticated weighting approaches but with only the limited period used in this study, nothing
more advanced than this simple method appeared meningful.

Minor comments:

R2.8 General issue: I'd like to learn more about the variable you are forecasting. How large is the
variability of these spring discharge volumes? Could you add the minimum and maximum discharge
volume (May-July) within all years of your experiments in Table 1?

Table 1 has been updated with min/max and the new Figure 2b shows the climatological SFV
distribution.

R2.9 6080 — 22 to 6081 - 9: This paragraph sounds more like a methodological section. Is there any
way to formulate this more generally to introduce the goals of your study and move the present
formulation in the methods section (e.g. at the beginning of page 6085)?

This paragraph was admittedly misplaced. It has been deleted and parts have been removed to more
suitable positions in the revised manuscript.



Final considerations:

R2.10 | am struggling with the recommendation for this manuscript. | acknowledge the value of these
preliminary results and | can also support the fact that you present the data as they are without any
post-processing, because this is the starting point and one should be aware of this. | think this
manuscript would profit to a “demotion” to “technical-note” with a title sounding like “Technical-
note: Spring discharge volume forecasting in Sweden - Evaluation of multiple strategies to select
atmospheric forcing”. | recommend therefore major revision to re-shape the manuscript to be
published as technical note.

It is a reasonable suggestion that we have followed. By mainly (1) moving the methodological
descriptions to a Supplement and (2) omitting the results for rivers Ljusnan and Angermanilven, we
believe the format is suitable for a Technical note (even with the additions required in light of the
comments).

Renaud Marty

R3.1 A number of assumption and details about dynamical and statistical approaches need to be
justified and clarified. Some of them came from literature. Thus it is quite difficult to judge the
validity and the contribution of the authors.

We have tried to make our own contributions as well as their validity more clear, see the response to
several other comments above and below.

R3.2 To my opinion, the verification part is subject to sample effect and the manuscript is confused
on this topic. Especially it is not clear what are the ensemble sizes provided by the different
procedures.

Ensemble sizes were admittedly not properly reported in the original manuscript. In the revised
manuscript they are included in the Supplement (Table S1).

R3.3 The authors should explain why a spring flood forecast is reduced to a deterministic forecast
from an ensemble of possibilities.

We fully agree that there is an added value in ensembles and in the multi-model (now: multi-
method) we do compose an ensemble represented by one member from each method (i.e.
maximum five). However, we do not find probabilistic evaluation meningful with this small sample
(11 years) but only of the median and a weighted mean.

But it is true that each method is reduced from an ensemble to one deterministic forecast. As written
above, each method had its own ensemble size and pooling ensembles of different size is not a trivial
matter, especially as some methods produced a different size from year to year. This is an issue we
are currently struggling with and hopefully have a solution for soon. We have added a discussion
(page 8) together with giving the ensemble sizes (see reply to R3.2).



R3.4 Why the authors kept only 3 forecast issue dates? The results will be more conclusive with a
greater sample.

We fully agree. We restricted ourselves to three dates (early/middle/late) for practical reasons and in
retrospect we should definitely have used more.

Furthermore they are specific comments that the authors should consider to improve their
manuscript. Note that | don't have a wide access to the majority of papers cited in this article. This
review does not concern the references.

Specific comments

R3.5 In page 6083, line 6: “Applying the model calibration of a number of free parameters, generally
aout 10.” This part requires more details, including the explanation of having several parametrization
of the same model. Do the 3 basins have the same parametrization, i.e. the same number of free
parameters?

The parameterisation (calibration) was different for each basin, but in the revised manuscript only
Vindelalven is kept.

R3.6 In page 6084: why do you describe the ECMWF's model in details (“Cy31r1”) and not the Arpege
one? This level of details is unnecessary in your manuscript

It has been removed.

R3.7 In page 6084: Are ECMWF and ARPEGE models used in the same time or as two configurations
of SD approach?

Each model produces one forecast ensemble, which are pooled into one “SD ensemble”. This
description has been included in the Supplement.

R3.8 In page 6085: The description of the CE procedure is clear. Nevertheless, could you give the CE
ensemble size? Please explain why the simulations are not made from the start of the last hydrogical
year?

The CE is made up of all historical years from 1961-‘present’, this means that the CE has 40 members
in 2000 and increases in size by one member for each year thereafter. The spin up period is from 01-
01-1961 to ‘present’. As each new forecast is made the initial conditions, or model state, are saved
and these are used as the initial conditions when spin-up for the next forecast date are performed.
This has been added in the Supplement.

R3.9 In page 6086: The relation between indices and hydro-meteorological trends is clearly described
but deserves some figures to facilitate the analysis

We are uncertain what kind of figure the reviewer has in mind here. We have expanded the
description somewhat for further clarification.

R3.10 In page 6087: Some information seems to be implicit in TCI procedure. Please clarify that the
period length (1 to 6 months) is a parameter. The configuration TC1 determines the analogue year



with the comparison of 3 value per year, while TC6 needs the concordance over 18 values per year.
The interpretation of the ongoing results may be submitted to sample effect. Especially when you say
“If not analogue years can be identified among the historical ones by comparison of the state of the
three climate indices, analogue years are sought using an agreement with two of them.”. Is there a
indice that is always remove from the comparison sample? How many TCl members make your
sample? Or the analogue year is the input to provide your median SFV? Please clarify.

We have expanded this paragraph to clarify the TCI procedure, see the Supplement (section S2.1).
See also reply to comment R3.2 above.

R3.11 In page 6088: Why the CP procedure is calibrated only for the Vindeldlven basin? Why CP is not
set for the other ones?

It was mainly due to limited resources (and that the same classification worked well in both of the
northern rivers), but in the revised manuscript we only use Vindelalven

R3.12 In page 6089: In you Eqn (3), d seems to be a parameter that can be optimized in CP
procedure. Do you use 0.1mm as mentionned in your manuscript to be the general case or did you
use another threshold?

We used 0.1 mm as mentioned in the manuscript, this has been clarified.

R3.13 In page 6089, line 12: “... are determined subjectively to adjust for differences in magnitude as
well as importance” sound not clear. What do you mean by magnitude? Spread? Please clarify.

“Magnitude” referred to the relative magnitudes of O1 and 02 (which may be compensated by the
weights), this has been added.

R3.14 In page 6089, lines 16-17: “CP catalogue” is not defined. Is there a set of weather types?

The sentence referred only to the circulation patterns themselves; the word “catalogue” was
confusing and has been removed.

R3.15 In page 6089, lines 20-22: “The two mos frequently occuring Cps within a period of 1 up to 6
months prior to the forecast issue date are used as a criterion to select the analogue historical years”
Do you mean that historical CP series are compared to these two CPs? Finally, how many analogue
years constitute your sample?

The occurrence frequency of each CP catalogue is calculated from historical and forecasting CP time
series. The two most frequently occurring CPs are compared. Thus, selected analogue years are
different from year to year. See also reply to comment R3.2 above.

R3.16 In page 6090, lines 10-11: Your assumption is strong (see e.g. Buizza and Palmer, 2008,
Monthly Weather Review, 126), especially for precipitation ensemble forecast. Please justify that the
ensemble median is not influenced by the ensemble size, increasing from 11 up to 41 in your dataset.

As written above (R3.2-3.3) we are dealing with many different ensemble sizes and we have used the
pragmatic and consistent approach of using the median in our forecasts. We have clarified this and
included a reference to the paper by Buizza and Palmer.



R3.17 In page 6091: As the SD method is stochastic, how is defined the ensemble median?

The three best predictors from the atmospheric models are used to form an ensemble, from which
the median was calculated. This was not clear in the original manuscript but has now been added in
the Supplement.

R3.18 In page 6092: The evaluation is only based on 3 forecast issue dates. The paper should present
more forecasts. e.g. one per decade, to outline the influence of the lead time.

See response to R3.4 above.

R3.19 In page 6092, lines 8-9: “They were selected by an initial screening period based on previous
literature...” You must give the reference of this previous literature.

References have been included.

R3.20 In page 6092, lines 20-21: You could indicate that an approach is perfect if Rl is 100%.
Done.

R3.21 In page 6094, line 10: Which sample do your refer by “limited sample”?

We meant only 10 years of forecasts. But this text concerned river Ljusnan and has been removed in
the revised manuscript.

R3.22 In page 6095, line 4: According to the results shown in table 2, the first statement is wrong.
Please clarify.

We meant that the forecast results (in terms of Rl and FY) were overall similar, not necessarily the
historical simulations, this was not admittedly unclear. In the revised manuscript we show results for
both stations in Vindelalven

R3.23 In pages 6096-6097: To be more robust your analysis deserves to include CP optimized basin
by basin, and globally. Or please justify your decision to optimize CP only on Vindelalveln basin.

See response to R3.11 above.

R3.24 In page 6097, lines 23-27: It would be interesting to include the new version of ECMWF
seasonal forecasting in your results

See response to R1.7 above.

R3.25 In page 6098: Is there a reason to justify a SD configuration per forecast issue date? Do a global
configuration decrease the performance of SD approach? In Section 2 the meteorological dataset is
made of two atmospheric and oceanic combination. Is SD procedure applied on both combinations
or only on the one including the ECMWF model? Is SD equally sensitive to the ECMWF or ARPEGE ?

Yes, a global configuration of the SD approach negatively affects the performance. The reason for
this is that the relationship between the predictors and the evolution of the snowpack differs over
the season. The SD approach is applied to both combinations. We did not perform any analysis of
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how sensitive the SD approach was to the different data streams, however it was noted that
variables from the ARPEGE data stream was represented more often in the SD multi-model than
those from the ECMWEF data stream. See also response to R3.17 above.

R3.26 In page 6099, lines 9-12: “If any of the new methods could not generate any forecast, it was
replaced by CE [...]” Does it mean that previous results shown is Section 5 are based on
heterogeneous sample of deterministic forecasts? If that is the case, it isn't mentioned anywhere and
limit the scope of the previous conclusions. Please clarify and please give the importance of such
replacements.

In a very few cases the CP method, as implemented here, was not able to identify any analogue year
and then it was replaced by the CE forecast to have a complete time series of forecasts. It has a
negligible impact on the results. We have moved this text to the description of the CP method in the
Supplement.

R3.27 In page 6099, lines 14-17: The statement sounds explain that the median is less sensitive to
sample issue. This aspect is too implicit in the manuscript and need to be addressed more clearly in
Sections 3 and 5.

We have changed the formulation. See also response to R3.16 above.
Technical corrections

III

R3.28 In page 6078, line 2: what means “useful” in your context?
Changed to “accurate”.

R3.29 In page 6080, lines 11 and 15: “teleconnections” is not widely used in statistics. Could you give
a technical definition of this term?

We have expanded the explanation.

R3.30 In page 6081, line 19: “development” could have a double meaning here. Do you refer to
meteorological situations?

Yes, but changed to “weather conditions”.
R3.31 In page 6082, Eqn. 1: what don't you use a symbol to represent “lakes”?

For some reason this is an established way of writing this equation. But OK, “lakes” has been changed
to “VL” in the revised manuscript.

R3.32 In page 6083, line 14 and hereafter: you should use NSE instead of R2 to represent the
NashSutcliffe efficiency. R2 is more commonly used as the determination criteria in statistics.

Changed.

R3.33 In page 6083, line 24: you should put the CPC's domain name in your references and, here, give
only the reference (e.g. CPC)
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Changed.
R3.34 In page 6085, lines 24-25: typo “A collection of ... constitutes the historical data”
Changed.

R3.35 In page 6086, line 1: “better” refers to a comparison. Here, the term is incorrect. “accurately”
or “correctly” are more appropriate.

Changed.

R3.36 In page 6086, lines 16-18: Please, move “, which is part of ... (NOAA)” in page 6083. The
internet link is already given in Page 6083.

Changed.
R3.37 In page 6087, line 22: you should replace “normally” by “generally”
Changed.

R3.38 In page 6091, lines 24-25: In hydrological forecasting, lead time is sometimes defined as the
period between the forecast issue date and the validation date of the current forecast.

We have illustrated our definition of lead time in the new Figure 3.

R3.39 In page 6092, line 17: type “MAE”

Changed.

R3.40 In page 6094, lines15-19: This part has to be moved in conclusion of Section 3

This text has been moved to Section 3.

R3.41 In pages 6094-6095, lines 27-28 and 1-2: theses results need to be added to a Table
This part has been removed.

R3.42 In page 6098, last paragraph: The statement would be more comprehensible with an
illustration

We have difficulties interpreting what type of illustration the reviewer has in mind, it is a rather
general statement.

R3.43 In page 6102, line 5: “and will be reported elsewhere” is unnecessary
Removed.

R3.44 In page 6113, Fig.1 : Is Vindeln the same basin known in the manuscript as Vindeldlven ? Please
keep one denomination.

Changed.
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Philippe Crochet
Major comments:

R4.1 A few additional figures would be welcome to help analysing the results. Showing the
distribution of SFV and some statistics (min/median/max) would help understanding how large is the
inter-annual variability on the different basins. Scatter plots of forecast vs. observed SFV, or time
series plots would help the reader to better understand and compare the quality of the different SFV
forecasting methods. This should also help analysing some discrepancies in the results, when e.g.
FY>=50% while Rl is negative (See Table 3). What makes RI negative in these cases ? a few outlier
years ? Can we conclude that the new methods in question are worse than the reference one in
these cases ? Which criteria is the most important in the present context: Rl or FY ?

We have added SFV distribution in Figure 2 and min/max-values in Table 1. Scatter plots are indeed
informative but 1/ they are very different from case to case (method, forecast date, station...) and it
hard to say what is most representative and 2/ we have limited space in a Technical note. So we have
not added any scatter plot. The issue concerning Rl and FY, their sensitivities and their importance, is
indeed interesting and relevant and we have added a discussion in the revised manuscript.

R4.2 It appears that HBV has been calibrated on the period used to evaluate the forecasts rather than
on an independent period (Table 1). The skill of the hydrological model is most likely overestimated,
compared to what it would be in an operational environment. This approach could be acceptable if
HBV-based methods only were compared in the study. However, in the present case, | would think
that the SD method is disadvantaged. This should be discussed at least, if not reconsidered.

Table 1 shows only the performance in the evaluation period, it does not imply anything about the
calibration. The HBV model is the operational version, and this has been added (see also response to
R1.13b above). The calibration is mainly based on the historical period prior to the evaluation period
(1961-1999), but some re-calibration has been done also later. The SD method was calibrated for the
period 1982-1999. Thus the SD method may indeed be slightly disadvantaged but we believe the
impact is small. We have clarified the calibration strategies in the revised manuscript.

R4.3 The use of ERA40 and ERA-Interim to run the CP-based analogue method in forecasting mode is
questionable. The present application of the method does not reflect the expected skills in
operational conditions and the improvements relative to the baseline method are possibly
overestimated. In an operational environment, operational NWP analyses rather than ERA-40 or ERA-
Interim will be used to define the CPs to be compared to historical CPs derived from ERA-40 and ERA-
Interim. Therefore, | would expect that discrepancies or inconsistencies between ERA-40 and
operational NWP analysis will impact the method’s skills. In order to better reflect expected
shortcomings in operational conditions, | would recommend to either re-calculate the anomaly g(i,t)
and corresponding CPs for the years to be forecasted, using available operational NWP data, or
change the validation period so that ERA-Interim only is used in forecasting mode and compared to
ERA-40 historical CPs.
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Indeed, the CP method as implemented here is not directly applicable in an operational setting, but
the results should be viewed as only theoretically attainable. Unfortunately we are not able to re-
calculate as suggested during this revision, but instead we have 1/ clarified this limitation of the CP
approach and 2/ included two ensembles in the final multi-method, one taking all new approaches
into account and one taking all operationally available ones into account.

R4.4 Since three of the new methods (two analogue methods and ECMWF seasonal forecast) aim at
improving the meteorological forecasts, they should have been evaluated with that respect before
being evaluated with respect to SFV.

Such evaluation has been performed also for the analogue methods, but was not included as the SFV
results overall well reflect how accurately the analogue years are able to represent the actual years
in terms of meteorological conditions. In the revised manuscript we have omitted also the evaluation
of the daily ECMWF forecasts 1/ to be consistent with the analogue approach, 2/ because System 3 is
outdated and 3/ as a part of the compaction of the manuscript into a Technical note.

R4.5 In particular, considering the coarse horizontal resolution of ECMWF seasonal forecasts, biases
can be expected to affect precipitation and temperature forecasts at the basin scale, especially in
complex terrain. This should have been investigated before using them into HBV rather than after. A
bias correction or an adaptation strategy is probably necessary. On the other hand, the frequent
model updates can be an obstacle to the development of robust correction strategies. This should
also be discussed.

See reply to comment R4.4 above. We have expanded the discussion in Concluding remarks about
pros and cons of bias correction.

R4.6 The strength and limitations of analogue methods in general and the proposed ones in
particular need to be discussed. What about: i) the impact of the archive length on the correct
identification of analogue years, ii) the impact of the number of selected analogue years on the
quality of the reduced ensemble and its median value, iii) the validity of the assumptions behind the
proposed analogue methods, i.e. the degree to which antecedent meteorological conditions, 1 to 6
months prior to the forecast issuing date, are relevant to the prediction of future meteorological
conditions up to springtime, iv) the validity of the optimisation method for CPs, which is based on
precipitation only and not temperature, yet a key variable in the formation and melting of snowpack.
Also, why is the optimisation conducted on one catchment only ?

i) The archive length is indeed a limitation; with more years available the possibility of good
analogues being present increases. We have designed the two analogue approaches
somewhat differently, with TCI always finding an analogue but not CP (using CE as fallback).
We have expanded the introduction of analogue approaches in the Supplement (section S2).

ii) See response to comment R3.16 above (as well as other comments by Reviewer 3).

iii)  See response to comment R3.10 above (as well as other comments by Reviewer 3).

iv)  Temperature is indeed important, but we considered precipitation to be the most important
control on SFV. Including also temperature would reduce the probability of finding distinct
analogues (see also i) above). Only the catchment on which optimisation was conducted is
included in the revised manuscript.
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R4.7 Concerning the SD method, it seems that forecasts (rather than an analysis) are used to define
the predictors for the calibration of the predictors-predictant relationships. The forecasting errors
may deteriorate the nature of the underlying relationships. What is the rationale behind that ?

SD simply establishes a statistical relationship among the predictors and predictand. The physical
underlying relation is not taken into consideration. This is actually the strength of the SD, it
“corrects” the weaknesses of the models.

R4.8 | was wondering whether the skill of the multi-model approach could be further improved after
eliminating the worst method(s) and/or by defining a weight proportional to the skill of the method
rather than just the rank. | am also a bit surprised to see that the multi-model approach can perform
better than the baseline method, when all new methods seem to perform worst.

We have changed the multi-method approach and excluded the worst performing analogue method.
With a long evaluation period available skill-based weighting may be better but with only 11 years
available it results in overfitting. In some cases, the multi-method indeed performs slightly better
than each of the single methods included. Generally, this is because very inaccurate single forecasts
become eliminated, and this has been included in the revised manuscript.

R4.9 Ensemble forecasts are developed but only the ensemble median is evaluated. The advantage of
making use of ensembles is not discussed. In particular, ensemble forecasts should be reliable.

See response to R3.3 above.
Specific comments

R4.10 p. 6082: lines 7-8: is the regulation of Angermanalven and Ljusnan rivers taken into
consideration by HBV ? Does this have an influence on the skills of the different methods, including
those not using HBV ? This should be kept in mind when analysing the different results.

The impact of regulation is a complicated issue that we are currently looking further into. The two
regulated rivers have been excluded in the revised manuscript.

R4.11 p. 6082 line 14: do you mean 900 x 10”6 and 8000 x 10°6 ?
Yes. We have changed this paragraph.

R4.12 p. 6083 line 1: | would suggest to write somewhere that the output of HBV is daily Q, although
this might be obvious to those familiar with HBV.

Added.

R4.13 p. 6085, lines 14-15: Are you using all historical time series to run the CE baseline method,
including the current year under investigation, or only those prior to current hydrological year ?

Prior, this has been added.

R4.14 p.6087 line 6: can you explain how is persistence defined and used ? Are the TClI calculated for
individual months or for the entire period (1 to 6 months) ?

15



See response to comment R3.10 above.

R4.15 p. 6087 lines 11-15: have you tried to use one TCl only rather than a combination of 2 or 3 TClI’s
? what is the rationale behind this choice ? is it the result of an optimisation ?

See response to comment R3.10 above.

R4.16 p. 6087 (TCI) and p. 6089 (CP?s): the number of selected analogue years differs from year to
year for each method and lead times. How is this impacting the quality of the ensemble and resulting
median ? Please give the number of selected analogue years for each forecast year in a table or at
least some statistics (min, max, median). If too many years are selected, compared to the total
number of years, then the method will converge toward the climate ensemble baseline method. If
too few years are selected, the uncertainty of the reduced ensemble will be very large.

We have included statistics of the number of identified analogue years (Table S1). Indeed, the
number of years used has impacts as suggested. We have not been able to make any more in-depth
analysis during the revision but we have expanded the text in the revised manuscript.

R4.17 p.6088: how do you go from Eq. 2 to CPs? Do you define several g(i,t) classes ? Please explain
better.

The Eq. 2 is used to calculate the predictor, g(i,t) , for the CP classification. g(i,t) indicates the
deviation of daily MSLP from the long-term climatology. Every g(l,t) is categorized to one of 5 groups
using fuzzy logic: large positive deviation, relatively large positive deviation, no obvious deviation and
relatively large negative deviation and large negative deviation. To determine the best possible rule
sets, fuzzy rules have to be optimized with a local variable using an objective function that explains
variability in frequency and amount of precipitation in study area. Thus, each CP can be finally
described with a fuzzy rule k, represented by a vector V(k) = (v(1)k, v(2)k, . .., v(i)k, i=1, n). Here, n is
the number of locations, g(l,t), and k stands for the CP. This description has been included in the
Supplement.

R4.18 p. 6089 line 18: how many CPs have you defined ? Can you give statistics on the frequency of
occurrence of each CP over all years ?

See response to R1.12 above.
R4.19 p. 6089 line 19: how do you define persistence and how is it used ?

In practice persistence was never used in this implementation of the approach and the word has
been removed.

R4.20 p. 6089 line 20: did you arbitrarily define the rule of using the 2 most frequently occurring CPs
or did you try other possibilities ? did you validate this choice against forecasted P and T ? Please
explain better.

See response to R1.11 above.
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R4.21 p.6092 lines 4-9: | would suggest to move this paragraph to Section 3.4. Also, a figure
illustrating the practical application of the statistical downscaling method would be appreciated, such
as a scatter plot of the relationship(s) in calibration mode (median prediction against observed SFV).

The paragraph has been moved. Concerning a scatter plot, see response to R4.1 above.

R4.22 p.6092: lines 4-5: If | understand correctly, the seasonal predictors are calculated for different
periods. For a forecast issued on 1 January, the predictors are defined for the period Jan-Feb-Mar, for
a forecast issued on 1 March, the predictors are defined for the period Mar-Apr-May and for a
forecast issued on 1 May, the predictors are defined for the period May-Jun-July ?

Correct, this has been illustrated in the new Figure 3.

R4.23 p. 6093 line 10: According to Eq. 6, MAE is defined in m3 and not in %. | would suggest to
either redefine MAE in Eg. 6 to make it in %, or to give results in m3

MAE (now MARE) has been redefined.

R4.24 p. 6094: line 23-26: A direct assessment of weather forecast errors will help to clarify the
situation.

To some degree, yes.
R4.25 p.6096 lines 1-4: What do you mean by climate phenomena ? can you explain better ?
This text has been removed.

R4.26 p. 6097, line 1-2: This demonstrates the importance of calibrating the method for each
catchment separately. Why not doing so ?

It was due to resource constraints. Ljusnan has been removed in revised manuscript.
R4.27 p. 6097, line 3: was it in Section 3.1.2 0r3.2.2?
The latter, but this text has now been moved.

R4.28 p.6097: lines 5-10: You claim that a higher uncertainty is observed because discrepancies
between ERA-40 and ERAInterim datasets are leading to inconsistencies in the CP classification.
Therefore, if the method was applied operationally, operational ECMWF analysis would have to be
used to define the CPs for the past 1 to 6 months, and there would be discrepancies too. So in
practise, | am not sure that you will be able to obtain this 10-20% improvement.

See response to R4.3 above.
R4.29 p.6097, lines 16-17: this should have been done first.

See response to R4.5 above.
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R4.30 p.6098, lines 1-7: | don’t quite see the rationale behind the use of each of all these parameters
and some explanations would be welcome. Also, | would prefer to see the list of predictors for each
forecast issue date.

The rationale is that this are the parameters identified by correlating them to the discharge and
forecast issue dates were given. We have updated them to represent only Vindeldlven (Table S2).

R4.31 p. 6098, line 16-17: same with analogue methods.

True, it has been added also in their description.

R4.32 p. 6099, line 10-11: This should be mentioned in the presentation of the CP approach.
It has been moved.

R4.33 p. 6099, lines 18-21: why ? could this be related to a few poor forecasts only ? Scatter plots
may help understanding this better. Also, add information about FY in Table 6.

See response to R4.1 above. FY has been added in Table 6 (now 3).

R4.34 p. 6109, Table 3: Please give a global average for Rl and FY for each method, over all rivers and
lead times, as in Tables 4 and 5.

Included.

R4.35 p. 6110: Table 4, TCI6 1/1: results are slightly different than in Table 3. Please check values.
These values are removed in revised manuscript.

R4.36 Tables 4 and 5 could be skipped.

Skipped.

R4.37 p. 6113, Fig. 1: Please add information about the spatial domains used to define CP and SD.

Added.
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Abstract

Hydropower is a major energy source in Sweden aogdgp reservoir management prior to
the spring flood onset is crucial for optimal protian. This requiresiseful accuratéorecasts

of the accumulated discharge in the spring floodope(i.e. the spring-flood volume, SFV).
Today’'s SFV forecasts are generated using a maaebclimatological ensemble approach,
where time series of precipitation and temperaftom historical years are used to force a
calibrated and initialised set-up of the HBV modelthis study, a number of new approaches
to spring flood forecasting, that reflect the latdsvelopments with respect to analysis and
modelling on seasonal time scales, are presentddeaaluated. Three main approaches,
represented by specific methods, are evaluated=\h I8ndcasts forhree-maintheSwedish
rivers Vindelalvenover a 10-year period with lead times between 04antbnths. In the first
approach, historically analogue years with respedhe climate in the period preceding the
spring flood are identified and used to composedaced ensemble. In the second, seasonal
meteorological ensemble forecasts are used to ¢heeHBV model over the spring flood
period. In the third approach, statistical relasiops between SFV and the large-sale
atmospheric circulation are used to build foreaastdels. None of the new approaches

consistently outperform the climatological ensemdgi@roach, but fospecific-lecations—and
leadtimesearly forecastamprovements ofup to 2526-3% are found.This potential is

reasonably well realised in a multi-method systesnich over all forecast dates reduced the

error in SFV by ~4%. This improvement is limitedt ipotentially significant for e.g. energy

1 Introduction

In Sweden, seasonal (or long-term) hydrologicaledasts are used primarily by the
hydropower industry for dam regulation and produciplanning (e.g. Arheimer et al., 2011).
The forecasts may be used to optimise the balagsiveekbn a sufficiently large water volume
for optimal power production and a sufficient remiag capacity to safely handle sudden
inflows. In northern Sweden, the spring flood fasicis the most important seasonal

hydrological forecast and it generally covers tr@msnowmelt period in May, June and July.
20
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Traditionally, discharge and spring flood forecagtat seasonal time scales have been based
on two approaches. The first utilises statistiedhtionships between accumulated discharge
during the forecasting period and predictors sugBreow water equivalent and accumulated
precipitation that represent the hydrological statethe forecast date (e.g. Garen, 1992;
Pagano et al., 2009). The other approach is basechgdrological model, which is initialised
with observed data up to the forecast issue datehsn forced with historical meteorological
inputs over the forecasting period (e.g. Day, 198%inz et al., 2003). In addition, hybrid
approaches, applying model-derived information le tstatistical regression, have been
proposed (e.g. Nilsson et al., 2006; Rosenberly,e2Gi 1).

Recently, substantial progress has been made ifielldeof seasonal climate forecasting. It
may be distinguished between dynamical and staistapproaches. In the dynamical
approach, numerical atmospheric models (globaluEiton models - GCMs) have been
developed to predict seasonal climate, i.e. theameeclimate for three consecutive months,
several months ahead (Goddard et al., 2001). Tieatdc basis of such predictions is that
the sea surface temperature (SST), that chardataliy evolves slowly, drives the
predictable part of the climate. Consequently, mliog to a GCM model the information
about the variations in SST makes possible thecésteof seasonal climate. The SST
information may be provided to the GCM by using 8fT field as a boundary condition or
by coupling the GCM to an ocean model that will thprovide the necessary SST
information. GCM seasonal forecasts may be dowedcdlynamically (e.g. Graham et al.
2007; Bastola et al. 2013; Bastola and Misra, 2@#43tatistically (e.g. Uvo and Graham,
1998; Landman et al 2001; Nilsson et al. 2008hdtter represent regional interests.

An early attempt to use climate model output fodimogical forecasting in a coastal
Californian basin during winter 1997/1998 was mageKim et al. (2000). They found an
overall decent agreement between simulated andhaakeischarge. Low (high) flows were
however systematically overestimated (underestid)atehich was attributed primarily to
climate model precipitation bias. To tackle thislgem of climate model biases, Wood et al.
(2002) proposed bias-correction by a percentilethasapping of the climate model output to
the climatological distributions of the input vdries. Recently, several investigations have
focused on the relative role of uncertainties ia thitial state and in the climate forecast,
respectively, for the hydrological forecast skdld. Li et al., 2009; Shukla and Lettenmaier,
2011).
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In a climate-based statistical approashisconnections between climate phenomena that
affects the large-scale atmospheric circulation #mel subsequent hydro-meteorological
development in specific locations are identifiedl anilised (e.g. Jénsdotir and Uvo, 2009).

Such connections are known as teleconnectionsegslittk phenomena occurring in widely

separated regions of the worl@ihe impacts of the EIl Nifio-Southern Oscillation the

tropical climate are the most commonly use of steleconnections in seasonal forecast
(Troccoli, 2010). Teleconnections can be also #dfor seasonal forecast in high latitudes
such as theén impacts of the North Atlantic Oscillation in thenter climate in Scandinavia

(e.g. Uvo, 2003) and the more recently identifiethacts of the Scandinavian Pattern on
summer climate in southern Sweden (Engstrom, 26b%ter and Uvo, 2012; Foster et al.
2015). Teleconnection indices have also been usedoradictors in regression-based

approaches to seasonal hydrological forecastigg Rabertson and Wang, 2012).

In light of the above described progress of th&dfié is time to explore ways of updating

operational practices by incorporating the new kedge acquired and methods developed.

The objective of this study has been to develogt, @ad evaluate new approaches to spring

flood forecasting in Swede.he current spring flood forecasting practice & Bwedish

Meteorological and Hydrological Institute (SMHI) @& example of the traditional model-

based approach. It is a climatological ensemblecamh based on the HBV hydrological
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model (e.g. Bergstrom, 1976; Lindstrom et al., 199Fhe main scientific hypothesis

examined is that the application of large-scalenate data (historical and forecasted) can
improve forecast skill, as compared with today'sgadure. A secondary hypothesis is that a
combination of approaches provides an added vasegcompared with each individual

approach. Three different approaches have beerdtast evaluatedi) identifying analogue

historical years that resemble the weather in theeat vear, (2) using meteorological

seasonal forecasts as input to the HBV model andaf®lying statistical relationships

between large-scale circulation variables and gdtood volume.

The new approaches were evaluated for the spriogdfiforecasts 2000-2010 issued in

January, March and May for the rigarfindelélven-Angermanaiven-and-Ljusnam Sweden.

2 Material

2.1 Study area, local data and models

The basincatchmentef the rives Vindelalven-Angermanalven-and-Ljusndave hadbeen
used for testing spring flood foreca@tig—2a) Vindelédlven is unregulatedvhereas—both
Angermanialven—and-Liushan—areregulated—Foremei-basin-  andwo stationshave

beenwereselected for evaluation of the forecast metheds; Sorseléocated in the upstream

part of the basin anekhre Vindelnat basin outlefFig. 1a) -Fhe-upstream-areat+anges-between
1-700-and-31-000-kmz{Fable-1). The catchment'satien range is ~260-840 m.a.s.l. and
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~5% of the area consists of lakes. The annual ner@aperature is -0.7°C and precipitation

~780 mm. Fig. 2a shows the mean hydrograph foiostafindeln (1981-2010) in the period

January-July, which is the period of interest instlstudy. In January-February the

temperature is generally below -10°C and veryelitiinoff is generated. Melting generally

starts in late April and the subsequent spring dl@xtends throughout July, followed by

elevated discharge levels also in August-October.

In this study we focus on forecasts of #oeumulated discharge in the spring flood period
(May-July), which is the key variable delivered ttee hydropower industry-and-t This

quantity will in the following be referred to as BFspring-flood volume). The mean SFV in

the-study-basinsranges-between stdimaeln (Table 1m?3, correspending correspontisan
average dischargen the spring flood perio8etween—-approximately-100-and-10000f ~ 380

m3/s,SFV has a pronounced inter-annual variability,chhis illustrated by its rangd &ble 1

and frequency distribution (Fig. 2b).

The HBV model (Bergstrém, 1976; Lindstrom et aB9T) was set up and calibrated &k
threeriversVindelalven. ., divided into 18 sub-tments with a mean size of 740 kiHBV

is a rainfall-runoff model which includes conceptonamerical descriptions of hydrological

processes at basin scale. The general water balattoe HBV model can be expressed as
P—E—Q:%[SP+SI\/I +UZ +LZ +VL] L)

where P denotes precipitation, E evapotranspirati@nrunoff, SP snow pack, SM soil
moisture, UZ and LZ upper and lower groundwatespeetively, andakes VLthevolume of
lakes—velume Input data are normally daily observationPglecipitation air temperaturgé
and monthly estimates of potential evapotranspinatiutput is daily QAHtT emperaturér)

data are used for calculations of snow accumulagaod melt and possibly potential
evaporation. The model consists of subroutines rfateorological interpolation, snow
accumulation and melt, evapotranspiration estimatosoil moisture accounting procedure,
routines for runoff generation and finally, a siepbuting procedure between sub-basins and
lakes. Applying the model necessitates calibratiba number of free parameters, generally
about 10.

For historical simulation and calibration, dailyaRd T inputs for the Vindelélven basin were

created from gridded fields (4x4 km?), created ptrmal interpolation with altitude and wind

taken into account (e.g. Johansson, 2002). Thdaae amwell as Q observations, are available
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since 1961. The HBV set-up used in this experimgrnthe continuously updated and re-

calibrated version used operationally, conceivatdpresenting the optimal performance

currently attainable. The calibration is mainly é&hson the historical period prior to the

evaluation period (1961-1999), but some re-calibnalhas been done also later.

The overall accuracy of the HBV calibratiéseach-statiorexpressed in terms of the Nash-
Sutcliffe efficiency R2NSEH and the relative volume error (RVE) in period Q99 - Sep
2010 are given in Table 1. ValuesFANSE consistently-areund0.9 and only a few percent

volume error implyanaccurately calibrated modabith limited scope for improvement.

2.2 Large-scale atmospheric data

For the definition of circulation patterns (Sectl32), the ERA40 data set (Uppala et al.,
2005) , with resolution of 1°x1°, was used durirg1-2002 while ERAINTERIM (Dee et
al., 2011), with a 0.75°x0.75° resolution, was udadng 2003-2010The domain is shown
in Fig. 1a.For the teleconnectionased methodtudies (Sect. 3:1), monthly indices of the

North Atlantic Oscillation, Scandinavian PatterndaBast Atlantic Pattern were collected
from the Climate Prediction CentefClimate Prediction Center, 2015)—€PC);

The atmospheric seasonal forecast data used iwthis were obtained from the European

Centre for Medium-Range Weather Forecasts (ECMWEe-forecasts-arefrom-the-System

N ala a allaVYa¥a N N v ala aak.Wivalis

oeutput—Two model combinations were available: thg3i+ri—version—ofECMWEF IFS
(Integrated Forecast Systemersion 3 coupled with a 1° version of the HOPE ocean model
and theArpege ARPEGEatmospheric model coupled with the variable-resmu{0.33-2°)
ORCA ocean model. Atmospheric seasonal forecaste wesed in two different forms;
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seasonal averages from both IFS and Arpege wekk iosthe statistical downscaling Sect.

3.41) and daily time series from IFS were used in theaghical modelling (Sect. 31).

- Seasonal averages. These data are the enseméles ok the different predicted fields
covering the domain 75°W to 75°E and 80°N to 20°thva 2°%x2° resolution. The predicted
fields considered were: 2m temperature, 10m meraiovind velocity, meridional wind
stress, 10m zonal wind velocity, zonal wind stressface sensible heat flux, surface latent
heat flux, total precipitation, 850mb temperat@®0mb specific humidity, 850mb meridional
wind velocity, 850mb zonal wind velocity, and 850méopotential height. The number of
ensemble members per field is 11 for the period?1B@6(IFS) or 1982-2007 (Arpegand

41 for theperiod-2007-remaining years ur2D10.The domain is shown in Fig. 1a.

- Dalily time series. These data are the forecagtely values of 2 m temperature and the
accumulated total precipitation from the forecastue date to the forecasting period. These
data spanned a period from 2000-2010 and had aidaroeering 11°E to 23°E and 55°N to
70°N with a 1°x1° resolutionfFhere-were—11l-ensemble-membersfor-each—variabléhéo
B3-Fig. 4b- 1ashows this 1°x1° grid

in relation to Sweden.

3 MethodsExperimental set-up

Three new approaches to seasonal hydrologicaldetieag are presented and compared to the
current climatological ensemble procedure curreapplied at SMHI: analogue ensemble,
dynamical modelling and statistical downscalingl Wkthods are described detail in the

Supplement; below only brief outlines are giversibaction.

Figure 3 shows a schematic of the “temporal setwipthe experiments. A key issue in

seasonal forecasting is the lead time (green ar€#i 3), i.e. the period between the forecast

issue date and the start of the forecasting pdiiiue area). It may be expected that the

relative skill of the different approaches dependlwe lead time. Generally, the main gain of

statistical approaches is expected for long leatksi When approaching the forecasting

period, the representation of the hydro-meteorclgstate in the HBV model becomes

gradually more important and the relative skilltloé current procedure is likely to increase.

To assess the relative skill for different lead éenwe evaluate historical forecasts (re-
forecasts) issued on 1 January (1/1), 1 March @d8@)1 May (1/5) in the period 2000-2010.
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3.1 Methods

Climatological ensemble (CE): In this procedure, \HB initialized by driving it with

observed meteorological inputs (P and T) for a-smiperiod up to the forecast issue date.

Then, all available historical daily P and T seiie$he period from the forecast issue date to

the end of the forecasting period are used as itpdBY, generating an ensemble of spring-

flood forecasts. See further Supplement, Sect. 1.

Analogue ensemble (AE): The hypothesis is thas ibassible to identify a reduced set of

historical years (an analogue ensemble) that desscthe weather in the coming forecasting

period better than the full historical ensembledug®e CE. Two methods for identifying

analogue years are used, both based on analydasgefscale atmospheric conditions 1-6

months prior to the forecast issue date (Fig.13)Te€leconnection indices (TCI): evolution of

indices representing different climate phenomefadirculation patterns (CP): frequencies

of weather types that describe the large-scale sihwric state. The analogue ensemble is

then used in the same way as the full ensemblBaiCE method. See further Supplement,
Sect. 2.

Dynamical modelling (DM): HBV s initialized as ithe CE method. Then T and P from

meteorological seasonal forecasts (Sect. 2.2)areected to HBV input and used to drive the

model in the forecasting period. See further Suppl®, Sect. 3.

Statistical downscaling (SD): Statistical relatibips between forecasted large-scale

circulation variables (predictors) and SFV (predlict) are identified. The predictors are

defined in the 3-month period following the forecassue date (Fig. 3). See further

Supplement, Sect. 4.

3413.2 Experimental-set-up-and-eEvaluation
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As described in the Supplement, all methods gemerasemble forecasts (although the AE

approach may become deterministic if only one amatoyear is found). The ensemble size,

however, varies between methods as well as betywemns for the same method (Supplement,

Table 1). Although probabilistic forecasts are gatle more useful than deterministic ones,

for this initial assessment, with only an 11-yeaalaation period, we consider it sufficient

with a deterministic evaluation. Thus, from all emble forecasts the median forecast is

calculated and used in the subsequent analysikatieg any impact of ensemble size on the

skill of the median (e.q. Buizza and Palmer, 1998).

Forecast performance is assessed by MAREe mean absolute value of the relative error of

a certain forecagbr simulation)F, defined as

1 2010
MARE. == > ARE! (6)

y=2000

where y denotes year amkRE } the absolutealue of the relativerror

ARE! = (7)

100k (S:\/Fy B s:\/C;/BS]

S:\/OyBS

where OBS denotes observation.

To quantify the gain of the new forecast approac¢Bests. 3.2-3.4), their MARE-values are
compared with the MARE obtained using the curreatpfocedure (MAREg) by calculating
the relative improvement RI (%) according to

(8)

R :100*(MAECE - MAE, j
F

MAE .
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where a positive Rl indicates that the error ofribes approach is smaller than the error in the

CE procedure, and vice versand RI=100% implies a perfect forecast

As an additional performance measure,akss—calculateusthe frequency of years FY%)
in which the new approach performs better (i.e. adswer ARE) than the CE procedure.

This may be expressed as
1 2010

FY =100* (— >'H VJ 9)

y=2000
where H is the Heaviside function defined by

e {o, AEY. < AE! (10)

|1 AEL > AE)

As expected considering the short 11-year evaloaberiod, MARE is sensitive to single

vears with a high ARE-value. As shown in the resbkelow (Sect. 4), in several cases this

makes RI negative even if the new approach outpegfdCE in most years (i.e. F¥50).

Thus, in this study we consider F16 be the most relevant measure of forecast pagbce,

although in practice this should be determined ttugrewith end-users of the forecasts, based

on e.d. the impacts of very inaccurate forecasts.

3.3 Baseline simulations with climatological ensemble (CE)

line cimulat kel oaical ol ;

Before testing the new forecasting approaches,péréormance ofHBV model andthe

climatological ensemble proceduf€E) was assessed (Table 1). In simulation mode, i.e.
usingthe actuallyobserved values of P andi each yegrthe MARE of SFV variesfrom

Al b oo on o D el s Donge et o sepeale L 00 o ol coeesis /o000 This
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In CE forecast modei.e. using P and T from all historical years asuingnd calculate the
median SFV,the average MARE decreasgsiduallyfrom ~ 202196 in the 1/1-forecasts to
~913-4%6 in the 1/5-forecastgfable—2) which thus quantifies the improvement when

approaching the spring flood peric8yverall—theforecast-accuracy-decreases—from-worth

outh—HA ely-related-to-the-higher-proligpiof-having-melting-episodes-before-the

The differences in Table 1 between MARE for simolad andCE forecasts, respectively,
represent the part of the total error that is eslab the meteorological inpudn-averageln
Vindelalven this part decreases froi2.114-2percentage points in the 1/1-forecasts (which
corresponds te 606946 of the total error) td.85-7pointsin the 1/5-forecasts-043%). The

relative impact of the HBV model error thus inciemswith decreasing lead time, which

implies that the scope for improving the baselinoee€asts decreases with decreasing lead

time. It should be emphasised that two out of the the& forecast approaches tested here
(AE and DM) aim at improving the meteorological utpThey can thus only improve the
forecasts in that respect; the HBV model error iemarhe third method (SD), however,

aims at improving total performance.
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are-presented-as-averages-over-the-two-statioeacimriverAn overview of the resultsf

each approacts given in Table 2. The numbers after approach@ksand CP correspond to
the best performing version of each approashe-further-Seets—5-1-1-and 512 -Numbers

As-mentiohedin-Seet—3.2Concerning the AE approbath the TCI and the CP approach are

based on analyses of the large-scale climatic tiondil to 6 months before the forecast date

(see Supplement)The aim was to identify the number of months mfor climatic

information_N, that generates the best performance when avemgadall forecast dates

As-shown-inTable 4. tUsing TCI to identify analegyears proved to be difficult and the

reduced ensemble generated did generally not datpeCE for the SFV forecasts. Even the

best performing TCI version, using 6 months’ pridimate information (N=6; TCI6),

consistently had a higher MARE than CE althoughutperformed CE for most of the 11

years in station Sorsel@dble 2). For the 1/1-forecasts, N=6 was clearly supdvigrfor the

later forecasts N=1 and N=2 produced a similargseréince.

The CP method turned out more successful and sudtirey SFV forecasts on 1/1 and 1/3 for
the best performing version (N=3; CP3) clearly eutprmed CE in both station3gble 2.

SFV was more accurately forecasted than with CBinf all years. For the 1/5-forecasts,

however, CP was less accurate than CE. For theahld-1/3-forecasts, N=3 was clearly

superior but for the 1/5-forecasts N=2 and N=4grentd slightly better.
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Overall,the DM approach ofising ECMWF seasonal forecasts of T and P as irtputise

HBV model did not improve performance as comparétl the CE procedure (Table 2h

total, a similar performance to CE was found irtistaSorsele but the accuracy in station

Vindeln was consistently lower. In the 1/5-foresashowever, DM is the overall best

performing new approach-
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The SD method outperformed CE in the 1/1-forecasts an Rl of almost 20% in both
stations Table 3. For the 1/3- and 1/5-forecasts the SD method Fdsvalues > 50 in

station Sorsele but Rl-values of ~ -65%. This implihat the SD-forecast is generally better

than CE but that it may also be very wrong.

The performance of the SD method is heavily affiétte whether the climatic features in the

forecasting data were encountered in the traingrgpgd dataset. If the forecasted conditions

are outside theange encounteredseopr the training period, the SD method has the
tendency to produce forecasts that differ dradyidabm the observations. This can be dealt
with by either increasing the length of the traghohataset or by analysing the year in question
and determining if there were similar years in thaning period which would give an

indication as to how the method might perform.

With very few exceptions, the new approaches perfar better in the upper part of the

catchment (Sorsele) than in the outlet (VindelmisThas not been analysed in any depth, but

it is likely related to the more clear-cut springod in the upper part with very little prior

runoff. In the outlet, melting episodes before #@ing flood onset lead to temporary

increased runoff and a reduction of the snow pdtlkese episodes, and their impacts, are

likely very difficult to capture in seasonal forsts

65 Composing a multi-medel-method system

A multi-medel methodforecast approach consists in combining forecasssilting from
different medels- methodd¢o reach a more reliable estimate of the forecasbability

34
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distribution. This technique has been used sindg €890s for developing seasonal climate
forecast (Tracton and Kalnay, 1993) and has prdeegrovide more skilful results than a

simple model forecast (Hagedorn et al., 2005; anmagy others).

There are many possible ways of combining or mergmulti-medel methodforecasts,
ranging from simple rank-based methods to moreistipated statistical concepts. In light of
the limited material available in this study, wstreeted ourselves to testing two conceptually
straight-forward ways of combining the forecastsmadian approach (Sedi5.1) and a
weighted approach (Sec85.2). Further, the value of using transparent and easily

communicated approaches should not be underestmaken the target is operational

forecasting and its associated end-user interaction

In each approach, two method ensembles are te$terl.first ensemble, denoted NEW,

represents the new approaches to spring flood dstie) considered in the study and thus

includes approaches AE, DM and SD. As only one @gugr to analogue ensemble generation

should be included, the best performing one fohdacecast date was used, i.e. CP for 1/1

and 1/3 and TCI for 1/5 (Table 2). The CP methqgch@mvever, not directly applicable in

operational forecasting as it is based on ERA tgaes that are only available with a time lag

of several months. Further, the TCIl approach dadsoatperform CE in the 1/5-forecasts.

Therefore we also consider a second ensembledhedsents what is attainable operationally.

In this ensemble, denoted OPE, AE is replaced bya@# thus no attempt to identify

analogue vears is made here.

645.1 Median multi-medelmethod

As five-threeforecast are available, the median approach amdanising thethird-second

member in the ranked forecast ensemble: the NEW ensemble, RI is indicates a clear

improvement in the 1/1-forecasts as compared wiEh it no improvement in terms of EY
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The 1/3-forecasts are better than CE 60% of the tamd MARE is slightly reduced on

average. The 1/5-forecasts are slightly better @&nn Sorsele but slightly worse in Vindeln.

On average, a slight improvement over CE is foundhe OPE ensemble, the 1/1-forecasts

perform slightly better than the NEW ensemble khe fl/3-forecasts clearly worse, as
expected from the good performance of CP in thegecésts Table 3. Overall the

performance of the OPE ensemble is very simildhéoNEW ensemble.

In total, a reduction of MARE by up to 25% appeattsinable for the 1/1-forecasts by the

median approach. At the later forecast issue datésyited improvement in terms of both RI

and FY+ was attained for Sorsele but not for Vindé€ver all forecast dates and stations, a

slight improvement over CE is indicated.

6:25.2 Weighted multi-medetmethod

This approach consists of applying weightbetween 0 and 1 to the different forecasts and
then adding them together. The spring flood volulmeecasted by the weighted multi-
modelmethodSFVky, is thus defined as

3 3
SV, =D W, RV, with Y W, =Landw, 20 (11)
f=1 f=1

where the indeX refers to the three different forecast methodslava in each of the
ensembles NEW and O

One set of weights are chosen for esebrandforecast dateFhe-weighted-volume-is-then

aletlated-for the selected-years-andrivers—amdaged over these entridhe selection of

weights was made based on the evaluations performedable 2.in—Ljusnan—and
36
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Vindelalven,—w\With five—three forecast methods availablen each ensemble)the best

performing method with-the—highest RI _ (defined by considering both &d FY') was
assigned the highest weight5 (3/6)0-33=5/15)the second best performinmethodwith

the—second—highest Rl-was—assigribe second-highest intermediatgeight 0.33 (2/6)
(0-27=4/15)and-se-on-until atlde worst performing method the-methed-with-the-lowebt

and-lowest weight0.17 (=1/6 }(OMS)LH—Ange#manawen—wm—feaHepeeas%s—the

The weighted NEW set outperforms CE in the 1/1- df#dforecasts for both stations; only

the 1/5-forecasts for station Vindeln become nagthkeltter by CE. In the OPE set, similarly to

the median forecast, the 1/3-forecast is notablgse/than the NEW set but still with EY50:

the 1/5-forecasts are very similar. In total, wdilgdp is not able to improve the result as

compared with median approach in terms of RIl. H@mvewver all combinations of forecast

dates and stations except the 1/5-forecast impstatindeln, the weighted forecasts perform

better than CE in most years. The 1/1-forecastdetter than CE in almost 2/3 of all years
with a consistent MARE-reduction of 15-20% in bethtions.

It should be emphasised that the same data weseuad both to estimate the weights and to
assess the performance of the weighted model,ea&Gtyear period is too short for proper
split-sample calibration and validation. Limitedgtiag however indicated good performance
of the fixed-weight approach also for independeatidation data. Besides using fixed
weights it was also tested to estimate optimal ttsidpased on historical performance. This
however turned out unfeasible in this study duthélimited historical data available and the

associated tendency of overfitting to the caliloaulata.

76_Concluding remarks

Why always best in Sorsele? Colder/higher/mordefsiecasted?

On the use of multi-method: bad forecasts elimithate
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the-new-approaches—testddone of the new approaches consistently outperfdrthe CE
method, although improvement was indicated. Thgelstrimprovement was found for the

1/1- and 1/3-forecasts using an analogue ensenasiedbon circulation patterns and for the
1/1-forecastsvith-the-SB-appreachusing statistical downscalinghese cases-with the new
approach may outperform the CE method up 75% oftithe with an error reduction of
~3020%. In the 1/5-forecasts, none of the new methods lgieartperformed the CE method.
i ideri ith

the-MAE-was-larger. By combining the different nah in a multi-method, an overall slight

improvement over CE was attained, with a performedioc single forecast dates and stations

rather close to the best performing individual méthThe overall error reduction attainable

by the multi-method, ~4%, may sound limited buhiist be emphasised that every percent of

forecast improvement potentially corresponds tgdafinancial revenues in energy trading

activities. For spring flood forecasts early in tbeason, particlarly in January, the multi-

method clearly outperformed the CE method.

Finally-It must be emphasised ththese results were obtained in a preliminary felitgib

study with limited data and overall basic versiofshe used methods. Future studies need to
include longer test periods and more stations disaseefined and better tailored versions of
the forecast method€ne limitation concerns inhomogeneities of data fodcasts in the
study period, e.qg. the shift from ERA40 to ERA hirtein 2003 and the shift from 11 to 41
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ensemble members in the seasonal forecasts in Z0KB/A new ECMWE IFS version (4) is

now available, but preliminary tests indicate deatsimilar performance of SFV forecasts by

the approaches concerned (DM and SD), as compatkduging the version 3 data as done

here ..... A l- alaalmy lg ng=.:;_ ‘ala ataTaks

imatdsing bias correctionf the P and T inpuh the DM

procedure would likelysubstantiathyimprove performance, as demonstrated by e.g. Wood e

al. (2002) although such pre-processing has limitationsniroperational context when new

model versions are released—Incorporatinyglrological model data, in particular snow

information, in the SD method has shown promisegyits in preliminary testgspecially for
improving the forecasts close to the spring-floedgd Development and testing along these

lines are ongoingnd-will-bereported-elsewhere
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Table 1.Basin and station characteristics including ovaratformance of the HBV model.
MARE (%) of SFV estimated by simulation (SIM) and bywaditological ensemble (CE)
forecasts ( F) with different issue dates (1/1, 1/3). All values represent 2000-20108-Basin

Station Area HBV SFV (n™*10%) | MAREgw MAREce

(km?) "NseT rve| Min/Mean/ Max F1/1] F13 F1/5
Sorsele | 6054| 0.89 3.2 1.61/2.30/2[77 6.8 10.21.6 | 9.5
Vindeln* | 11846 0.91] 1.5 2.26/3.18/4.11 8.2 20.0 13.2 0 9.

*Basin outlet
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Table 2 Relative improvement Rl (%) and frequency of vemith a better performance EY

(%) of the new forecasting approaches TCI6, CP3,dkl SD, as compared with the

climatological ensemble CE (boldface indicatesdygierformance than CE)-Relative

TCIl6 CP3 DM SD

RI FY* RI FY* RI FY* RI FY*

1/1 | Sorsele -6.6 55 14 75 7.6 45 18.4 55
Vindeln -9.0 45 13.0 75 -13.5 45 17.3 55
1/3 | Sorsele -1.2 64 19.2 70 -173| 45 | -63.3| 55
Vindeln -10.4 | 45 36.2 80 -185| 45 | -29.4 | 45
1/5 | Sorsele -6.6 55 -9.9 33 13 55 | -66.8| 64
Vindeln -219| 45 | -31.3| 33 |-120| 36 | -90.3| 27
Average 93| 52 4.8 61 -8.7 45 -35.7 50
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Table 3.Relative improvement Rl (%) and frequency of yemith a better performance EY

(%) for the median and weighted multi-method apphes, as compared with the

climatological ensemble CE (boldface indicatesdygierformance than CE)-Relative

10

11

12

13

14

15

16

Median Weighted

NEW OPE NEW OPE

RI | FY*' | RI | FY' | Rl | FY' | Rl | FY*

1/1 |Sorsele| 209 | 50 | 253 | 56 | 201 | 55 | 182 | 64
Vindeln| 58 | 50 | 125 | 56 | 157 | 64 | 129 | 64
1/3 | Sorsele| 59 | 60 | -42 | 56 | 133 | 64 | -7.2 | 55
Vindeln| 01| 60 |-107| 43 | 38 | 55 | -10 | 55
1/5 |Sorsele| 37 | 55 | 79 | 67 | -50 | 55 | -0.6 | 55
Vindeln | .156| 36 | -5.2 | 33 |-233| 36 |-135| 45
Average | 34 | 52 | 43 | 52 | 41 | 55 | 00 | 56
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Figure captions

Figure 1. Domain used in the CP method, ECMWEF IFf ¢blue dots), Vindeldlven
catchment (yellow), stations Sorsele (S) and Vind#®)) (a). Domain used in the SD method

(b).

Figure 2. Mean annual Q cycle (a) and SFV frequeatstyibution (b) for station Vindeln in
the period 1961-1999.

Figure 3. Temporal set-up of the experiments. \¢altblack lines; forecast dates. Blue area:

spring flood period. Green area: lead time. Redh:afell historical period used in the

selection of analogue years (CP, TCI). Black arcdwse periods (1-6 months back in time)

tested in the selection of analogue years (CP,.T¥H)low arrows: time period (3 months

ahead) used to calculate the predictors in the 8ihaod. White arrows: forecasting periods in

which the HBV model was run using full historicahsemble (CE), reduced analogue
ensemble (CP, TCI) and ECMWEF forecasts (DM).
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